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ABSTRACT

Transmission of MPEG2-encoded video is one of the most
demanding applications in terms of network resources and
QoS requirement. It needs high bandwidth with stringent
transmission delays. It can not tolerate large variations on
delays and it requires low error and loss data rates. Therefore,
in order to design efficient integrated video communication
systems over ATM networks, we propose in this paper to
analyze the effects of errors and delays on both video signal
and network performance.

1. INTRODUCTION
MPEG2 and ATM have been adopted as the key technologies
for the deployment of broadcast and interactive video services.
The aim of these two international standards is to provide all
the advantages of transmitting variable bit rate video over
packet networks, i.e. better video quality, less delay, more
connections, and lower cost. However asynchronous transfer of
video requires careful integration between the network and the
video end systems. Numerous considerations and tradeoffs
have to be considered when developing such demanding
services over lossy networks. Therefore, this article analyzes
the effects of errors and delays on both video quality and
network performance. Alternatives and methods for dealing
with these errors and delay are also discussed.

The paper is organized as follows. Section 2 addresses the
effects of network errors on the video quality. In sections 3
and 4, we respectively focus on the delay and jitter impacts on
the video signal, end systems and network performance.
Finally, we conclude and give some recommendations for
improving error resilience.

2. EFFECTS OF BIT ERRORS ON
MPEG2 VIDEO QUALITY

The sources of bit errors during transmission of MPEG2 video
streams over ATM networks are mainly twofold: random bit
errors at the physical transmission layer, and ATM cell loss at
the ATM layer due to switch buffer overflows.

The effect of a bit error in an MPEG2 video stream strongly
depends on where it occurs in the bit stream syntax, or in
other words in the data structure hierarchy (i.e. Sequence,
Group of Pictures, Pictures, Slice, Macroblock, and Block).

These errors lead to spatial and temporal error propagation in
the sequence.

Table 1 from [1] and [2] gives the Bit Error Rate (BER) and
the Cell Loss Ratio (CLR) required for various audiovisual
services.

Before errors or losses can affect the application, they are
handled by the ATM adaptation layer (AAL). Thus, their
effects on the video quality are dependent on the behavior of
the used AAL. If the selected AAL supports forward error
detection (e.g. AAL1 and AAL2), the tolerance to the errors
and loss is higher as shown in the Tables 1. If the AAL
supports only error detection (e.g. AAL5), it may discard the
entire AAL protocol data unit (PDU) if any error is occurring.
Discarding the entire AAL PDU could actually amplify the
effect of the error if the PDU size is large [3]. Figure 1
illustrates the alternative options to encapsulate the MPEG2
video packets.

Figure 1 - Mapping MPEG2 Transport Stream Packets
over ATM Networks

In 1995, the AMS1 Technical Committee of the ATM Forum
recommended that MPEG2-encoded Video-on-Demand (VOD)
should be transmitted using CBR and AAL5 [4]. They also
recommended the encapsulation of exactly two MPEG2

                                                       
1 Audiovisual Multimedia Services

MPEG2 Audio
Elementary Stream

MPEG2 Video
Elementary Stream

PSI Tables
MPEG2 Packetized
Elementary Stream

MPEG2
Transport Stream

AAL1 AAL2 AAL5

ATM

SDH/SONET PDH

STS-1, OC-1, STS-3, OC-3 DS-1, E-1, DS3, E3

Multiplexing

Packetization

Network
Adaptation

Transmission



Transport Stream (TS) packets per AAL5 PDU as default but
permitted the use of larger numbers.

In [5], the authors investigate the performance of
encapsulating various numbers of TS packets per AAL5 PDU
in an ATM LAN environment. 10-12 packets per AAL5 PDU
is found to optimize the network throughput but an additional
8-byte CS-PDU trailer has to be inserted every 2 MPEG2 TS
packets within the AAL5 PDU to improve the error control
capability of the end-systems.

However, AAL5 does not have facilities for FEC and jitter
control and, as defined in [6], seems to be inappropriate for
real-time video communications. A possible improvement is to
introduce new features by means of an Audio-Visual Service
Specific Convergence Sublayer (AV-SSCS) as those proposed
in [7] and [8].

Some authors have tested the effect of passing corrupted
AAL5 PDU to the decoder [9]. They considered an MPEG-2
video sequence of 5 Mbps and an ATM LAN with a mean bit
error of 10 7− . Bit errors were applied at the cell level using a
uniform distribution, where 79 percent of the errors fell in
video information, 17 percent in audio information, and 4
percent in system information. They conclude that ignoring the
CRC and passing corrupted data to the decoder reduces both
the number and persistence of visible artifacts in the sequence.
However, in the case of cell loss, decoding incorrect-length
AAL PDUs noticeably degrades the video quality. Screen
blanking, picture freezing and jitter effects like color blurring
appear because the decoder could not maintain TS packet
boundaries and PCR synchronization. As previously proposed
in [10], the authors recommend introducing byte padding to
preserve TS packet spacing and thereby picture quality.

According to their experiments, the percentage of noticeable
video errors equals 58 percent when incorrect-length AAL5
PDUs are simply discarded, and equals 64 percent and 51
percent when the AAL PDU are passed to the decoder
respectively without and with padding.

3. EFFECTS OF DELAYS ON MPEG2
VIDEO AND NETWORK

PERFORMANCE
A number of factors contribute to the overall delay in a video
communication. We briefly list them in the following:

• Encoding and decoding delays

• Picture reordering at both ends

• Encoder and decoder buffering (not including buffers for
network adaptation)

• Interface delays for network adaptation between network
and codec (including packetization delays)

• ATM network delays (including transmission,
propagation and processing)

Table 1 also summarizes the maximum cell transfer delay and
the jitter tolerance for various audio-visual services.

There is a misconception that all video services must receive
quality guarantees in terms of strictly small delay bounds from
the network.

If it is a one-way service (e.g. home shopping, video-on-
demand), then there is flexibility on the limit for the end-to-
end cell transfer delay (CTD). It is also accepted that a delay
of several seconds occurs between the user request and the
start of displaying the video sequence. This presentation delay
is mainly due to the storage of two-three pictures by the
destination for decoding purpose [11].

If the service is bi-directional then the CTD becomes an
important factor in the presentation of real-time video. With a
delay less than 150 ms, there is little impact, but serious
degradation in quality can occur if the delay is more than 400
ms [2].

An important component contributes to the overall delay in a
MPEG2 video communication: the coding delay. This
processing delay is generally larger than the packetization and
other network delays [12].

Interframe encoding requires buffering at least 2 or 3 pictures
at the source and destination in order to encode and recover P-
and B-pictures. For example, if three B-pictures are encoded
between pair of I and/or P pictures, then a total of five pictures
must be stored (i.e. I, B, B, B, P) before the B pictures can be
encoded. This introduces a delay of four pictures (about 160
ms) at the source.

At the destination, the same latency should be also
experienced. But to minimize it, the MPEG2 standard
recommends reordering the compressed pictures prior to
transmission. Each set of B pictures is transmitted after the
associated reference pictures (i.e. pair of I/P pictures). This
allows a delay of only one picture (about 30 ms) at the decoder
before the B-pictures can be decoded and displayed.

For conversational real-time video communications, this
latency is still too high since it contributes to half of the
tolerated end-to-end delay. Therefore, some authors suggest to
simply eliminating the use of B-pictures at the expense of
higher bit rates but better video quality [13].

Conversely with one-way video services, some experiments
demonstrate the advantage of increasing the end-to-end delay
for the purpose of smoothing the video traffic to improve the
multiplexing performance [14]. When the end-to-end delay
increases to up to two-frame times, the SGM increases
significantly to 35 percent. Further increases of the delay
beyond three or four frames yield marginal improvements
(only 2.6 percent). Other empirical measurements of MPEG
over TCP and ATM recorded only 7 percent of TCP packets
encountering delays of more than three MPEG frame times
[15].

Thus, for a given picture quality, the designer can choose to
optimize either the end-to-end-delay or the multiplexing gain.
Improvements in one will degrade the performance of the
other. This is another compromise to deal with.



4. EFFECTS OF JITTER ON MPEG2
VIDEO QUALITY AND DECODER

MEMORY SIZE
Evaluation and control of the variations of the end-to-end
delay, also called jitter, is a critical issue for video
communications. Extreme jitter can have a significant impact
on both the video quality and the hardware requirements to
accommodate this jitter (i.e. decoder buffer size). A lengthy
discussion of sources of jitter and ways to estimate it in ATM
networks is provided in appendix A of the ATM Forum Video
on Demand specification 1.1 [4].

Using MPEG2 System multiplex, high jitter can result in loss
of synchronization of the encoder and the decoder clocks. This
clock deregulation at the decoder side can manifest itself as
color distortions, loss of audio/video synchronization. In
extreme cases, screen freezing and blanking due to buffer
overflow or underflow is also observed [9].

According to some studies, color distortion is the predominant
effect exhibited by periodic jitter applied to a MPEG2 TS
stream at a frequency from 0.05 to 2 Hz [9]. The jitter
propagates to the Program Clock References (PCR), which are
used by the decoder to recover its internal system clock. This
clock must be very stable, since besides being used for
controlling timing in the decoder, it is also used to derive the
timing for the analog video signal (e.g. NTSC, PAL), which is
the ultimate output to the viewer’s television screen. The
stability requirements for the various components of these
analog video signals are very stringent, particularly for the
color subcarrier [16]. Therefore, jitter in the PCRs will simply
lead to frequency shifts in the color subcarrier and thereby to
noticeable color distortion in the displayed video.

As jitter amplitudes increase in the TS, from 10 ms to 10
seconds, more severe errors are observed in the decoded video,
like screen blanking and freezing [9]. These are explained by
destination buffer overflow and underflow. According to the
authors, less than 20 Kbytes of memory can prevent overflow
and underflow of the video buffers when a 6 Mbps MPEG2 TS
experiences ± 10 ms of jitter. This amount of memory is
insignificant when compared with the memory requirements of
the three-frame buffer (approximately 1.5 Mbps) used during
the decoding process. This implies that a decoder’s jitter
tolerance will be constrained not by the amount of memory in
the system but by the design of the phase-lock-loop (PLL).

A synchronization problem between the video and the
associated audio stream is also observed when excessive jitter
is measured at the destination. This artifact is referred to skew
or lip-sync in [2], and it is defined as the difference in the
presentation time of the video stream and the audio stream.
Skew objective for a videoconferencing should be less than 20
ms if the audio is in advance of the video and less than 120 ms
if the video is in advance of the audio.

There are two ways to control the jitter and minimize its
effects on the video end-system. First, it is possible to limit
the delay variations in the network by cell buffering and traffic
smoothing, second, by absorbing these variations in the end

system (i.e. in the AAL, in the MPEG2 System layer or in
both).

Jitter control in the network comes with the tradeoff of having
either a high minimum delay or more complex scheduling.
Besides, buffering data in the network requires to carefully
determine the buffer size to find the proper compromise
between delay and loss. Since not all applications require
jitter-free service, jitter removal might be also done outside
the network when needed.

AALs can both remove delay variations (i.e. AAL1 and AAL2)
and introduce delay variation of their own (i.e. AAL5). None
of the currently standardized AALs is appropriate for the
transmission of unconstrained real-time VBR MPEG2 streams
[17].

AAL1 is dedicated to CBR video and is considered to
introduce too many overheads. In addition, AAL1 provides a
timestamp, the Synchronous Residual Time Stamp (SRTS),
which is often redundant to the MPEG2 Program Clock
Reference (PCR).

AAL2 is intended to mobile communications with a maximum
transmission unit of 64 bytes [18]. For that reason it is not
applicable with the 188-byte length MPEG2 TS packets.

Thus, AAL5 seems to be the best candidate. It has a lower
overhead and permits the transmission of variable length
packets. Because of its ubiquitous use in data applications and
its application in signaling, it has been already be adopted by
the ATM Forum [4] and the Digital Audio-Visual Council
(DAVIC) [19] for the design of video communication systems.
However, AAL5 has limited capabilities and has to be
enhanced by the introduction of an audiovisual SSCS with
FEC, jitter removal, and data flow multiplexing capability
[17]. The design of such AV-SSCS is still an open issue.

Finally, the solution could be to limit the jitter across the
network to a range that is manageable by the destination
codec, and then use MPEG2 System layer features to remove
it. Indeed, in case of the introduction of a small jitter at the
MPEG2 System layer, i.e. less than ±4 ms, the decoders that
conform to the MPEG2 standard and rely on an enhanced
AAL5 should be able to dejitter the signal using their internal
buffer and system clock reference.

5. CONCLUSION

In this paper, we emphasized the effects of bit errors, cell
losses and delay variations on the transmitted video quality
and the ATM network performance. The essential role of the
ATM Adaptation Layer on reducing these adverse effects is
also discussed. From this study, we are able to suggest some
practical solutions to improve error resilience during
transmission of MPEG-encoded video streams on error-prone
networks. The increase of the occurrence of Intra-coded
picture in the video sequence and the variation of the number
of video slices per picture are good strategies. The reduction of
the number of MPEG2 Transport Stream (TS) packets per
AAL5 CS-PDU and the design of additional forward error
detection and correction mechanisms at the AAL are



recommended. Finally the prioritization of the pictures before
transmission have also to be considered.
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Service Bit Rate QoS required BER 1 BER
2

CLR 1
CLR

2 Delay Jitter

Two-way Video Communication

Videophone 64 Kbps - 2 Mbps CBR (H.261) 30 min error free 10 7− - 10 8− 8 10 6× − 200-500
ms

130 ms

Videophone 2 Mbps VBR (MPEG2) 30 min error free 3 10 11× − 12 10 7. × −
10 8− 8 10 6× − 300 ms -

VideoConference 5 Mbps VBR (MPEG2) 30 min error free 10 11− 8 10 8× − 4 10 9× − 5 10 6× − 300 ms -

Video Distribution

VCR quality 1.5 Mbps CBR (MPEG1) 20 min error free 4 10 11× − 14 10 7. × − 10 8− 9 5 10 6. × − 5 sec. 6.5 ms

TV quality 10 Mbps VBR (MPEG2) 30 min error free 6 10 12× − 5 4 10 8. × − 2 10 9× − 4 10 6× − 1 sec. 1 ms

Studio TV quality 15 Mbps CBR (MPEG2) 1 hour error free 2 10 12× − 15 10 7. × − 10 9− 10 8− 1 sec. 1 ms

HDTV quality 25-80 Mbps VBR (MPEG2) 2 hour error free 3 10 13× − 12 10 8. × − 10 10− 8 10 7× − 1 sec. 0.8 ms

Table 1 - Bit Error Rate (BER), Cell Loss Ratio (CLR), Transfer Delay and Jitter Tolerance for various audiovisual services

                                                       
1 Required BER/CLR without error handling in AAL
2 Required BER/CLR with error handling in AAL (i.e. single bit rate correction on cell basis)


