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Abstract—This paper describes pMeasure, a tool for the deployed measurement facilities are few in number
measuring large scale networks, particularly the Internet, and are far from providing fine-grained information. As
from end to end. As the Intemet grows in size and 5 consequence, what the network administrators face

complexity, fine-grained, precise and timely measurements . 1l hronized. limited d tial Vi
are needed to ensure its healthiness and ultimately benefit IS mostly an unsynchronized, fimited, and partial view

those mission-critical applications deployed on the Internet. Of the Internet, which is far from satisfying the need
The existing measurement infrastructures are unable to and imposes difficulties, more or less, to the already
satisfy this need due to various reasons. pMeasure, on the complicated task.
other hand, is built on a Peer-to-Peer network substrate, For these reasons, a Peer-to-Peer (P2P) based mea-
namely Pastry, and can accomplish measurement tasks ¢ t S . Like the other P2P i
by utilizing only nodes at the edge of the Internet. The Sur_emen _sys em IS promising. LI e_ e other app_l-
distinguishing characteristics of pMeasure, such as self- cations, this measurement system is able to self-organize
organizing and scalability, just to name a few, make it a into a scalable P2P application that depends solely on
measurement tool that can satisfy the measurement need computing resources at the edge of the network. Sim-
for the Internet community efficiently and economically. ilarly, researchers can join the system by contributing
Index Terms— Network Measurements their measurement functionalities from the edge and
once in the system, they have the full control over
|. INTRODUCTION what to coIIec_t, wh_en to collect, how to coIIect_ and_ in
With decad ‘ | he | h what granularity. Since the measurement functionalities
o Ith deca Z$ 0 evglvement,_ the nftehrnet alsf NOW the system are synchronized, the collected data are
ecome an,'”l |sper|1_sa le constituent o ulmadn Ile 830nchronized as well. Srinivasan and Zegura proposed
mission-critical applications are increasingly deployed, .., 5 measurement system [1] in which each node

on it. The loss resulting from any dysfunction of the Insg responsible for one part of the Internet(Area Of

ternet, even for a short period of time, would be unaffords o5 nsibility) and measurement tasks are carried out
able. Fortunately, researchers have started their effoB nodes that are responsible for the areas involved
in investigating the characteristics of the Internet a his system is similar to pMeasure in that they are

in devising better network management strategies aBgth P2P applications and measurement tasks are carried

traffic engineering approaches. All these efforts requir&t by cooperative nodes from the edge of the Internet.
timely, precise and fine-grained measures of the Inter

e wever, a number of major issues plague the system
and unfortunately, the existing measurement facilities M [1]. First of all, the paper is unclear on how the

no means can satisfy this need due to the followingeo s are identified and located. More importantly, two
Fh'rSt of all, no sdlngle hadm|n|strat|ve lorgan|zat|o? OWNJuery formats are required in [1] while P2P networks
the Internet and each manages only a part of it. Bgz, support only one query format. Secondly, AORs

cause of commercial factors, these organizations usu Y% divided into smaller AORs when new peers enter

disallow any direct measurement of their im‘rastructurﬂz]e system and AORs merge to form a larger AOR

and are reluctant to share measurement data with othqﬁer peers depart. This division and merging of AORS
Secondly, since the measurement facilities deployed §8herates a considerable amount of overhead. Thirdly,
far are usually expensive and require a large amount @i ogtimates the path characteristics between a source
storage due to the high speed of the links monitorefs 4qress and a destination IP address by measuring
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Fig. 1. pMeasure Architecture

least, free riding and security are usually major issuesid there is no need for centralized server or special
in P2P applications, but they are not considered in [1§upport in the network infrastructure, pMeasure has the
pMeasure, on the other hand, is constructed on tgptential to connect millions of nodes and provide a
of a P2P substrate, namely Pastry [2], and is able teeasurement coverage that can satisfy the need for fine-
take all the aforementioned issues into consideratiograined, precise and timely measures of the Internet. Fig.
thus offering a feasible and practical solution to th& depicts a pMeasure system with a collection of seven
measurement need. pMeasure nodes that are scattered at the edge of three
The rest of this paper is organized as follows. Thimterconnected networks.
design of pMeasure is presented in the next section andas Fig. 1 shows, each pMeasure node has three
section [l discusses various aspects of its implemefunctional components. The measurement component is
tation. A brief introduction on how to use pMeasuresesponsible for providing and requesting measurement
along with some added values of pMeasure, is given {gsks, while the Peer-to-Peer component maintains the
section IV. This paper concludes with the envisionegyerlay for the whole system. The management com-

improvements for pMeasure in the near future. ponent, on the other hand, ensures the operation of the
other two components in a secure, reliable and organized
Il. THE DESIGN OF MEASURE manner.

Architecturally, the entire pMeasure system consists of When a pMeasure node starts, the P2P component
a collection of nodes, each running pMeasure both aseeates one Pastry [2] peer for each Network Interface
server and as a client. When running as a server, a pM&ard(NIC) on the host machine. A Pastry peer is able
sure node receives measurement tasks from other nottesreate and maintain 4 x 15 state table, with each
and if resources are available and various conditions arell pointing to another Pastry peer in the system. The
met, it carries out the tasks cooperatively. On the othewuting of messages in the system is then carried out by
hand, a pMeasure node running as a client can injemnsulting the state tables along the path from source to
measurement tasks into the system, which automaticatlgstination [2]. In pMeasure, a Pastry peer’s ID, instead
locates necessary and appropriate nodes for the tasks ahtheing randomized, is now constructed based on the
monitors the execution of the tasks closely. Since dlP address of the NIC in such a way that IDs and IP
the nodes are equal in terms of functionalities they haeeldresses can be computed from each other without



difficulty. From now on in this papetD (ip) is used to |IF NET (id) < NET (ip)

represent the procedure which generates an ID from an [s,e] = [m, MIN {n, 2xHOST(ip) — m}];
IP addressp, while NET () is the procedure to retrieve | £| s |F NET (id) > NET(ip)

the network number from an IB or an IP address, and [s,¢] = [MAX {m, 2xHOST(ip) — n}, nl;
HOST(x) is the procedure to retrieve the host humbe
from an IDz or IP address:. It is worth noting that IDs |ELSE IF HOST (id) < HOST(ip)

in pMeasure are used to identify the underlying Pastty [$,€] = [HOST(id),

peers. The unique identification of a pMeasure node |fis MIN {n, 2xHOST(ip)—HOST(id)}];
done through the node’s public key. A node is supposegt| SE |F HOST (id) > HOST(ip)

to have its public/private key pair setup properly before [s,€] = [MAX {m, 2xHOST (ip)—HOST(id)},
entering the system.

=

The messages routed in a pMeasure system are now HOST(id)};
the extended messages from Pastry, each denoting a Fig. 2. Coverage Computation
measurement task to be carried out. The measurement
component retrieves information from users, gener . Hos(d) Host(ip) 2x Hos(ip) - Hos(id) n
measurement tasks and instructs the P2P compone 1 — — |
<-- Host(ip) - Host(id) --><-- Host(ip) - Host(id) -->

route the tasks to their destinations via the underly...,
Pastry peers. In case of a passive monitoring task involv-
ing an IP interfacelst, the task will always be sent to a
Pastry peer withD (dst) as its ID. Should no such Pastry
peer exist in the system, the passive monitoring task faijgMeasure nodes uniquélyMeanwhile, the management
In case of an active measurement task, the user specifiegnponent requires all messages to be encrypted using
a network number, and the measurement component Wile private keys before sent and be decrypted using the
explore the entire host space in an attempt to find c@rresponding public keys after their arrival at the des-
participating pMeasure node in the specified networknation. This is done to provide security in a pMeasure
During its first attempt, the measurement componesystem. Also, the management component requires that
generates an IP addredst by combining the network at the end of each measurement task, the task initiator
number and a random host number. The task is routedsend encrypted credentials to each participating node,
a Pastry peer withD (dst) as its ID or having a closest specifying the task accomplished, the time, the initiator's
ID to ID(dst). If the receiving peerid is outside the public key, and the participating node’s public key, etc.
specified network, i.eNET (id) # NET (dst), or refuses The management of all the credentials received is defined
to participate even if it is in the specified network, th@s accounting in pMeasure. With accounting, a pMeasure
measurement component computes the range of the hasde will have a clear knowledge of whom it served and
spacé covered by the IP addredst and starts its second which tasks it participated in. Also, accounting provides
attempt with the remaining host space. This process efficient method to prevent free riding in pMeasure.
repeats until a pMeasure node is found or the entire hd$pon the arrival of a measurement task, a node can
space has been explored, and in the later case, the actieeide to participate if the initiator’s contribution is high
measurement task is assumed as failed. Fig. 2 presemtsreject otherwise. A pMeasure system computes a
the overall procedure to compute the range] covered node’s contribution based on the number of different
by an IP addressp given the receiving peeid and the nodes it served and all these information can be re-
host spacém, n] while Fig. 3 illustrates the computationtrieved from accounting. In addition, the management
of a particular coverage when the receiving peer resideemponent enables a pMeasure node to compute the
in the specified network but refuses to participate in tHeustworthiness of a pMeasure node by validating the
measurement task, i.e., the third case in Fig. 2. measurement results acquired by the node. In a pas-
As mentioned before, the management componesive monitoring task, the initiator can instruct a third
requires each pMeasure node to acquire a public/privatede to send testing packets to the participating node.
key pair prior to entering the system. As the public key§he participating node is deemed as trustable if the
issued by trusted authorities usually remain unchangtgsting packets are reported and deemed as un-trustable
and seldom repeat themselves, they are used to iden@fierwise. In an active measurement, the initiator can

Fig. 3. The Computation of a Particular Coverage

1Given a network number, the host space is a set of integers thaflP address is not used here since it changes from time to time for
can be legitimately used as host numbers. some edge users, e.g. ADSL users.



TABLE |

always find more than one node from an IP network to
ACTIVE MEASUREMENT TASKS

conduct the same task. While minimum and maximum

results are discarded, the average of the remaining can b'\éesissuremem Description

considered the ultimate result. Finally, the managemenbne-way Delay| Measures One-way Delay [4], Round-Trip
component allows a pMeasure node to disable/enall&ound-Trip Delay [5], Connectivity [6], and Trace
any of its measurement functionalities and for eachgifgectwlty E&ifshi]ef:]%rgg“gizsﬁg?nns,?,’,ae;’;ure node
enabled function, a black list of pMeasure nodes carfrace Route B to pMeasure nodel simultaneously.

be specified so that a pMeasure node can always refuse

tasks from those on its black list. The pMeasure nodes TABLE Il
that have low contributions according to accounting are
one of the sources for the black list. Other source

SECONDARY STORAGE REQUIREMENTS

. . qNumber of | Storage Re- || Number of | Storage Re-
include users judgements and those nodes labelled| 8&tive Ports | quired Active Ports | quired
un-trustable. 1000 72MB 5000 360MB
2000 144MB 6000 4132MB
3000 216MB 7000 504MB
Ill. | MPLEMENTATION 4000 288MB 8000 576MB

This section first describes the capabilities of the
current version of pMeasure and then explores three
issues in detail, namely the traffic overhead, storagesk initiator, A participating nodeand (A participating
requirement, and computing resource consumption. node, Another participating nogle

The passive monitoring component enables a pMea-Compared with manually negotiated measurement fa-
sure node to generate network traffic statistics on thdities, Pastry peers under the management of the P2P
host machine for the purpose of network monitoringomponent have to ping th&é00 peers that appear in
and at the same time, to report the generated statistitss routing table everyl5 minutes in order to detect
to other pMeasure nodes upon request. A pMeasusled or departed peers. This systematic pinging of
node maintains statistics for everlp minutes. The others forms the majority of the traffic overhead in a
current 15 minutes statistics are updated in real-timpMeasure system. However, the overhead is tolerable
and historicall 5 minutes statistics are kept on secondarsiccording to the following calculation. A ping message
storage and can be retrieved when needed. The currenta pMeasure system has a length 3¥ bytes, and
version of pMeasure runs on Windows XP and WinPcapith the overhead added at the transport layer, the IP
[3] is used to capture Ethernet frames, which are théayer and the link layer, a frame of siZél bytes is
decapsulated to retrieve IP packet header informatiamansmitted for each ping message. Given a pMeasure
In case of a frame that contains the first fragment of aystem with1 million nodes, each having one Pastry
IP packet and the protocol used is TCP/UDP, TCP/UDpeer, the bandwidth consumed by a single pMeasure
header information is retrieved as well. Based on th®de is aboutt00bps and the total bandwidth consumed
header information, data such as the number of packéts the entire system is aboddOMbps.
sent/received, the number of bytes sent/received, and thén addition to the traffic overhead injected to the
Min/Max packet size sent/received are maintained foretwork, a pMeasure node consumes secondary storages
each active port and for each active NIC in eva#fy for its historical 15 minutes statistics. Al5 minutes
minutes statistics. The active measurement componeatutistics consist of a list of elements, each of which
is able to measure not only the path characteristicscords the activities on a distinct port and has a length
between the task initiator and a participating nodef 25 bytes. The length of &5 minutes statistics is thus
but the path characteristics between two participatirdependent on the number of distinct ports used inlthe
nodes as well. Table | depicts the capabilities of theinutes period. Table Il outlines the secondary storage
active measurement component for the current versionrauirements for a pMeasure node to run continuously
pMeasure. In each active measurement task, nbdad for 30 days as the number of the active ports increases
node B are synchronized to an Internet Time Server arfdom 1000 to 7000 in each statistical interval. According
probe packets are sent to each other at a fixed frequenayTable Il, the storage required for everg00 distinct
within the measurement period. The measurement respiirts is only72MB for a period of30 days.
is transmitted back to the task initiator immediately after The performance of a pMeasure node is further eval-
the task is completed. In the current version of pMeausnegted in terms of the CPU time consumed and the main
the possible combinations ¢Rode A, NodeB) are(The memory allocated. In the experiment, a number of tasks
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To convey a concrete feeling of how pMeasure can be
used, this section presents two brief examples on how
to measure port activities on an interface and on how
to measure round trip time between two networks. In
addition, two scenarios where pMeasure can be useful
are presented as well.

To monitor port activities on an interface, the IP ad-
dress of the interface, the start time and the end time have
to be specified. In case that the activity on a particular
port is required, the port number has to be given as well.
A passive monitoring task is constructed from the inputs
and immediately sent to the pMeasure node running
T e w5 & % & % 1o on the host which contains the specified interface. The

Number of Tasks status of the submitted and received passive monitoring
Fig. 4. CPU Time Consumption tasks can be checked as well. The screen snapshot in
Fig. 6 depicts the status of an in-processing passive
monitoring task, which shows the activities on interface
0 ManMemoyAlocatn 129.97.34.180 and port21.

To measure the round trip time between a source
network and a destination network, the start time, the
end time, the network numbers and the measurement
frequency have to be specified. An active measurement
task is constructed subsequently. The pMeasure system
then locates one pMeasure node that is running in the
source networkand another in the destination network.
The active measurement task is then sent to the found
nodes for processing. In case that no pMeasure node is
running in at least one of the specified networks, the task
is labelled as failed. Similarly, the status of the submitted
and received active measurement tasks can be checked.
Fig. 7 depicts the status of an active measurement task

CPU Times (ms)
. N w
o N o w «
T T T T
I I I I I

-
T
I

o
o
T

I

17

[ g (g
> o 2
T T T

Main Memory (Bytes)

I
w
T

12F

11

L L L L L L L L L
0 10 20 30 40 50 60 70 80 90 100

Number of Tasks that measures the round trip time from a pMeasure node
in UWNET(129.97.0.0/16) to another pMeasure node in
Fig. 5. Main Memory Allocation DOC-1-7-1-1-KTGC-1(69.193.90.0/23) every5 minutes.

Being a P2P measurement application and conducting
measurement from end-to-end, pMeasure offers capabil-

are sent to a pMeasure node and YourKit Java Profiler [$ifS and potentials that existing measurement facilities
is used to capture the total CPU time and the total maf@not compete with in certain situations. In Fig. 8, a
memory needed by the pMeasure node to accomp"gp(leasure system is e_stabll_shed to support SLAs between
these tasks. All the tasks are designed in such a way tR%SP and its subscribers in which the ISP sets up some
the pMeasure node, which is running on a Dell InspiroHMeaSWe nodes inside its network while each of its
notebook running Windows XP witha8GHz CPU and su_bscrlbers can set up one pMeasure node at the edge.
512MB RAM, measures the round trip delay every fivéVith the pMeasure system, the ISP can collect mea-
minutes between itself and another pMeasure node apifément data to generate performance reports required
for a duration of 10 minutes. As Fig. 4 depicts, the CPBY the SLAs, to evaluate its network performances, etc.
time consumption increases linearly as the number 6f/d more importantly, the same system can be used
tasks increases, at a speed of ab®@oms for every 10 by the subscribers to validate what they actually get
tasks. The main memory allocation, which is illustrated , , .

In the current version of pMeasure, the source network is the

n F'g' 5, Increases Imearly as well, but at a speed Qtwork in which the task initiator resides, and the found node in
about 6(KB for every 10 tasks. the source network is the task initiator.



Task Details X‘
ﬁ? Task ID i Task Status IN PROCESSING
' Start Time 21740 End Time 21.37:40
P 1289734180 Port B
Out

Number of Packets 14 Numibier of Packets cl

Number of TCP Packets 14 Number of TCP Packets 8

Number of UDP Packets 0 Numibier of UDP Packets 0

Number of Bytes 647 Number of Bytes 613

Maximum Packet Size 60 Maximum Packet Size 100

Minimurn Packet Size 40 Minimum Packet Size 40

Fig. 6. Measurement of Interface Port Activities

Task Details X
@ Task D 1 Task Status INPROCESSING ]
h: Start Time 21808 End Time ‘224808
Task Tyne 1 Task Matle o
Network Number 1170208487 Intorface Number 5

Message sent to <0x0000000000000000005FD0000000000000CT 5A5F>
Pariicipating peer found!
Conducting measurement.
Result received!

ait for64436ms
Result received!

ait for 32405ms
Result received!
ait for 216938ms
Result received!
ait for 119356ms

heasure Time From To RTT

28:08 Iniiator Pariicipator 15.0ms
222808 Participator Initiator 14.0ms
22:20:59 Iniiator Participator 15.333333333333334ms
222958 Participator Initiator
22:35:00 Iniiator Participator 17 6BBBEERGEEEEEEOMS
223500 Participator Initiator 15.660666666066656mS
22:40:00 Iniiator Pariicipator 15.333333333333334ms

Fig. 7. Measurement of Path Characteristics
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A Campus Network |

An IS,P"Netwov'lr

Fig. 8. A pMeasure System That Supports SLAs within an ISP Fig. 9. pMeasure Systems That Monitors a Campus Network
Network

subnetwork, as well as the path characteristics between
is what they paid for. As the competition increasegaCh subnetworks, can be monitored regglarly_. With this
in the Internet service market and subscribers becoﬂ%Measure system, a more comprehensive view of the
more selective, this cooperative measurement of netwogﬁmpus netwo_rk_ can be created and faults can be tracked
performance can indisputably attract more subscribers gwn more efficiently.
board. Fig. 9 depicts a pMeasure system with each node
deployed in the subnetworks of a large campus network. V. CONCLUSIONS
Compared to the monitoring functionalities provided by pMeasure is a measurement tool that is built on
the commonly used SNMP protocol, each pMeasutep of Pastry, a Peer-to-Peer network substrate. This
node can potentially act as the console, sending tagk@per describes its design and evaluates it in terms
to other pMeasure nodes so that the activities of eaoh the injected traffic overhead, the required secondary



storage, the consumed CPU cycles and the allocated
main memory. A overview of how the current version of
pMeasure can be used, along with the added values, is
given subsequently. The current version of pMeasure can
accomplish active measurements such as delay, connec-
tivity, and trace route. Some primitive passive monitoring
tasks can be conducted too. In future versions, tools such
as RRDTool [9] will be employed to generate graphical
representations of the measurement results and head
information for other protocols such as ICMP will be
captured as well. In addition, future versions will support
other popular platforms such as Linux and Solaris.
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