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Abstract—To regulate energy consumption and enable Demand-
Response programs, effective demand-side management at home
is key and an integral part of the future Smart Grid. In
essence, the home energy management is a mix between discrete
appliance scheduling problem with deadlines and continuous
Heating, Ventilation and Cooling (HVC) device control problem.
In this paper, we present near-optimal algorithm designs for
energy management at home that is incentive-compatible with
market-based Demand-Response programs under explicit user
comfort constraints. Theoretical analysis aside, we also show the
effectiveness of our algorithms through simulation studies based
on real energy pricing and consumption data in South Korea.
Index Terms—smart grid, demand-response, energy management

I. INTRODUCTION

Around the globe today the increasing rate of energy demand

far out-strides the growth of energy production capability.

A consequence of this discrepancy is the noticeable rise in

electricity price over the past decade and the increasingly

frequent power curtailment and blackouts during peak demand.

Effective demand-side energy management is an integral part

of the Smart Grid, and home energy consumption accounts for

more than one third of the total energy consumption in the US

alone. At the edge of the Smart Grid infrastructure, a home

energy management solution should address the dual issues

of: effective energy management for the users and serving as

the enabler of Demand-Response (DR) programs.
Demand-Response programs have been active in the US since

1999. It played a major role in mitigating electrical system

emergencies in several regions in the US during summer 2001

[1]. A key objective of DR programs is to achieve peak
shaving. Peak demand introduces unpredictability to energy

management and is a major contributor of electric grid faults.

Moreover, large number of backup power plants (nearly 20%

of total plants [1]) have to be maintained to meet peak demand.

DR programs belong to two general categories: peak capping

and market-based pricing. In peak capping, each home is

allocated an energy quota. In market-based pricing, the price of

energy varies based on market supply-demand. Market-based
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DR program is advocated as the more economically efficient

and long-term viable way of regulating energy consumptions.

We work with day-ahead market pricing in this paper as it is

the likely DR regime in the near future. Indeed studies [2][3]

show that households adjust their demand in response to DR

prices and this in turn curbs the long-term market-clearing

prices to equilibrium level. However survey [4] conducted in

the state of New York in the US told a rather startling story:

54% of the home owners reported that they were unable to

curtail their electricity usage. Key detriments identified in the

studies are:

• Lack of smart planning: the consumers do not have

the necessary technical skills to monitor hourly electricity

price and are not aware of the detailed breakdowns of

their power consumption.

• Concerns over discomfort: the consumers are unwilling

to change living habits.

• Customers are risk-averse: the customers do not trust

DR programs in fear of unpredictable prices and unex-

pected power outages.

Therefore, we believe it is imperative for the demand-side

management to address these user concerns. At POSTECH,

we built a Smart Home (Figure 1) equipped with energy mon-

itors and power line communication (PLC) based controllers.

Energy scheduling and appliance control are automatically

performed by the Grid Home Service (GHS) which used a

discrete appliance scheduling algorithm for reducing aggregate

energy cost [5]. In this paper, we take a more comprehensive

treatment to the home energy management problem by formu-

lating home energy management as a mixed problem between

discrete appliance scheduling with deadlines and continuous

Heating, Ventilation and Cooling (HVC) device control, under

market-based DR programs. We establish a minmax over

cost objective as an effective enabler of global energy peak

shaving and is incentive-compatible with the households. We

use electricity as the case study and the terms electricity
and energy are used interchangeably. Our contributions are

as follows: first, we establish our minmax over cost objective

and show that it is incentive-compatible, peak shaving and

risk reducing. Second, we present the minMax algorithm as
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Fig. 1. Grid-Home Service Deployment and Test House at POSTECH

a near-optimal solution for the NP-hard appliance scheduling

problem. Thirdly, we extend our algorithm to cover Heat-

ing, Ventilation, and Cooling (HVC) devices that are best

modeled as continuous control setting problem. Using A/C

as an example, we present the minMaxHV C algorithm that

combines both discrete appliance scheduling and continuous

HVC control into an integrated near-optimal solution. We

model user comforts explicitly by placing constraints on both

the minMax and the minMaxHV C algorithms. Theoretical

analysis aside, we also show the performance of our algorithms

based on real energy pricing and consumption data in Korea.

To the best of our knowledge, few work in literature examines

the home energy management problem as a mixed problem

between discrete appliance scheduling and continuous HVC

control under explicit user comfort constraints; and we are one

of the first to investigate the relation between user comfort and

energy peak shaving.
The remainder of the paper is organized as follows: Section

II presents related works, and Section III formulates the

home energy management problem and presents the minMax
algorithm. We incorporate HVC devices in Section IV and

present the minMaxHV C algorithms. Section V reports on

our simulation studies. and we conclude in Section VI.

II. RELATED WORK

Optimization techniques have been applied to solve energy

management problems. For instance, the work in [6] focuses

on the supplier aspect of power generation, noting that the use

of renewable energy from microgrids (e.g. local wind and solar

generators) can reduce the reliance on wholesale power, but

the power quality must be controlled. Works on optimizing

domestic energy usage [7][8] focus on the optimal on/off

switching of thermal appliances such that energy consumption

is minimized while a consistent level of comfort is maintained.

Others such as [9] propose energy cost optimization on the

demand and supply market agent-based auctioning. They also

study consumer-side energy optimization via time shifting but

do not guarantee deadlines. The work on energy consump-

tion scheduling [10] focuses on constructing an incentive-

based schedule for neighborhood-wise energy usage derived

from home-wise energy scheduling. Each user’s schedule is

assumed to be flexible without deadlines. In their later work

[11], they modeled the home energy scheduling problem as

a game where the consumption rate of each appliance is a

range of real values and reasoned about the goodness of the

global state. User comfort and task shifting based on strict

deadlines are not modeled and the appropriate price settings

to obtain steady state are also not determined. We explicitly

address both of these issues in this paper.

We observe that consumer side task schedule is often ac-

companied by hard deadlines and requires task atomicity.

Furthermore, once a task is committed it cannot be aborted in

the middle. The particularities of these requirements favor the

optimization of demand-side energy consumption at the home

level as a scheduling problem. Few works focus on this aspect

of task scheduling as defined by classical scheduling problems

such as Longest Process Time (LPT) and Just-In Time (JIT)

known to be NP-complete [12]. Work such as [13] attempts

to provide an approximation algorithm for this problem, but

the proposed solution does not account for variability in task

lengths or the variability in electricity prices.

To date, some issues in home energy management have

been studied. Hobby et. al. [14] investigated the electricity

consumption patterns in residential area. They find that home

energy consumption can be segregated into appliance and

HVC/lighting consumptions. Pedrasa et. al. [15] modeled the

home scheduling problem as a decision making process where

utility maximization is the objective. A heuristic is developed

based on particle swarm. Conejo et. al. [16] postulated the

demand-side energy scheduling as a utility maximization prob-

lem under fixed daily energy limit. Linear programming algo-

rithms are proposed to determine the best distribution. Barbato

et. al. [17] proposed an optimization model for dealing with

appliance scheduling in household with battery buffering. They

follow a total cost reduction model. Since energy consumption

is modeled as a generic splitable value, there is no concept of

atomic tasks. Du and Lu [18] addressed the home water heater

control as a two-step scheduling process. They considered user

comfort explicitly. Our HVC model has a more general and

aggregate form so as to fit into an integrated solution with our

discrete appliance scheduling.
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III. ALGORITHM FOR HOME ENERGY MANAGEMENT

A. Problem formulation

We consider the scheduling horizon of a home (e.g., 1 day) to

be divided into n time slots wherein each time slot can have

different energy price (e.g., 1 hour). Household’s appliance

requirements can be represented tasks to be scheduled into

these slots. Some of the tasks are persistent, as they consume

electricity throughout the day (e.g., refrigerator), while others

are flexible within a time interval (e.g., washer/dryer). Once

a task has been started (e.g., washer or oven), it must be

scheduled as a whole and carried out to completion uninter-

rupted. Thus it is natural to model them as discrete atomic

tasks. The problem parameters are summarized in Table I.

Given an appliance task i, we describe its demand attributes

as di = (si, fi, ri, li) ∈ D, 1 ≤ i ≤ m. si and fi are the

start and end time constraints of task i respectively, ri is the

expected energy consumption rate (e.g., hourly) of task i and

li is the time length of task i. We assume ri is fixed for

non-HVC appliances. si and fi are collectively referred to

as the deadline in that task i must be scheduled within this

interval. In this way, we introduce user comfort as explicit

constraints in the problem formulation. (fi− si)/li ≥ 1 is the

task shift-ability factor. Intuitively households with higher task

shift-ability can better optimize their energy consumptions.

The demand set di is either given explicitly by the household

as input, or is extrapolated from historical appliance usage

patterns. We follow the latter approach in our investigation.

Our goal is to optimally assign di ∈ D such that each

di occupies consecutive time slots tj , tj+1, ...tj+li and the

deadline is obeyed (i.e. j ≥ si and j + li ≤ fi). This results

in our discrete appliance task scheduling formulation.
We associate a pricing function Prc(tj) that varies in

time. In this paper, we deal with day-ahead pricing with

hourly prices. It is then reasonable to minimize the to-

tal energy cost
∑

j∈n Prc(tj)cj which is obtained if we

greedily schedule each task i within deadline such that

TABLE I
PROBLEM PARAMETERS

n the number of time slots

D the set of appliance task demands

m the size of D
di the demand tuple of task i
si the start time constraint of task i
fi the end time constraint of task i
ri the energy consumption of task i
li the time length of task i
tj a time slot with index j

Prc() the price function

Prc()min the minimum price over all time slots

Prc()max the maximum price over all time slots

cj total energy consumption at tj
Eng() the energy consumption function for A/C

HV C LIM the operations limit of HVC device (max. ΔT )

Dip() the heat dissipation function

ΔT change in temperature

Tj room temperature that start of time slot tj
Text,j average outdoor temperature of time slot tj
Ttgt the target thermostat setting

Tmax the household’s desired temperature

Tmin the household’s tolerable temperature

∑
di→tk,k=j,...,j+li−1 Prc(tk)ri is minimal. However, two

major issues arise: one, the objective of global peak shaving is

not readily obtainable. This problem can be demonstrated with

an example. Since a uniform pricing function does not provide

the incentive for households to shift energy consumption

patterns, we consider a non-uniform pricing function Prc()
computed based on market-clearing price of the demand-

supply condition. Let time tj be the time of peak energy

pricing and time t′j be some off-peak pricing. If we consider

the simple case where there are no deadlines for tasks (i.e.,

tasks are perfectly shift-able), then a solution that minimizes

the total energy cost will schedule all of the tasks from time

tj to time t′j , resulting in a displacement of the energy peak

rather than shaving it. We also observe this effect in Section

V. Two, minimizing the total energy cost is not risk averse.

We consider the energy price to be known for the day since

we deal with day-ahead pricing. Accordingly we can define

risk aversion as the minimization of uncertainty caused by

two exterior factors: power outage and unexpected appliance

usages. To the households, unexpected power outage results

in loss of scheduled work. If we consider the probability of

power outage to be perfectly random, then risk aversion can

be defined as the minmax of energy scheduled across the time

slots, which is energy peak shaving of a home. To the provider,

unexpected appliance usages can be the result of household

deviating from expected energy consumption behaviour or

error in demand forecast. If we consider the probability of

unexpected appliance usage to be perfectly uniform, risk

aversion can be defined as the minmax of aggregate energy

peak. Again, minimizing the total energy cost is not the most

suitable optimization objective. Accordingly, we define the

appliance scheduling problem as: given a set of task demands

di = (si, fi, ri, li) ∈ D where 1 ≤ i ≤ m, find an assignment

of each task to time slots: di → (tj , tj+1, ...tj+li−1) obeying

deadlines j ≥ si and j + li − 1 ≤ fi, such that,

min
{di∈D→tj=1..n}

{ max
k=1..n

{ck =
∑

∀di→tk

Prc(tk)ri}}

This minmax objective satisfies both the peak shaving and the

risk aversion requirements. Since we optimize our objective

in the cost domain, our approach is incentive-compatible with

the household. The role of DR price setting is then to induce

desired demand shaping in the energy domain. We investigate

the role of price setting in Section V. If we do not care about

the atomicity of a task and assume a uniform Prc(), then this

problem can be reduced to assigning multiple computing tasks

with deadlines to a set of identical processors, which is known

to be NP-hard.

B. Home energy management for appliance tasks

Appliance task scheduling is realized through the minMax
algorithm (Algorithm 1) which greedily schedules household

appliance tasks according to their deadlines. Initially, the

tasks with fixed schedule are scheduled (Line 4). Then, the

algorithm greedily schedules tasks in descending energy con-

sumption ri (major order) and in descending task length li
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(minor order). For each task, it examines all of the possible

time slot assignments for the task within the specified deadline

and assigns the task such that the maximum among the

cumulative energy cost c1..n is minimized.

Algorithm 1 minMax Scheduling

Input:
tk ∈ T where 1 ≤ k ≤ n
di = (si, fi, ri, li) ∈ D where 1 ≤ i ≤ m
Prc()
Output:
Scheduled start time of appliance tasks schi = tk where 1 ≤ i ≤ m, 1 ≤ k ≤ n
c1..n

1: sch1..n = 0
2: c1..n = 0
3: tmpC1..n = 0
4: For all di where (fi − si)/li = 1: schi = si and update c1..n accordingly
5: Sort remaining tasks D− in descending order using r as the major key and l as the

minor key

6: for each di ∈ D− do
7: minCi ← ∞
8: for j = si to fi do
9: tmpCj = cj + Prc(tj)ri

10: end for
11: for k = si to fi − li + 1 do
12: if minCi > max{tmpCk..k+li−1} then
13: schi = k
14: minCi = max{tmpCk..k+li−1}
15: end if
16: end for
17: for j = schi to schi + li − 1 do
18: cj = cj + Prc(tj)ri
19: end for
20: end for

The complexity of minMax is O(nm + mlogm) with

efficient sorting of the tasks. In the remainder of this section,

we show that the minMax algorithm is an approximation

algorithm for the appliance schedule problem we have defined

in Section III-A. To do so, we first examine a simple version

of our problem without deadlines.

THEOREM 1: Given a task set D without deadlines (i.e.,
si = 1 and fi = n), the minMax algorithm produces a
solution at most Prc()max(rmax) more than the optimal
solution.

Considering an optimal schedule of the problem without

deadlines, let Φ∗ = max{c1..n} denote the highest cumulative

cost among the time slots of the optimal schedule. In the

simple case where the optimal schedule does not contain more

than 1 task per time slot (i.e., no overlapping), it follows that

the minMax algorithm can produce the optimal solution. If

overlap exists, then we have the following condition:

Φ∗ ≥ 2Prc()min(rq),where rq is the last task scheduled

We can consider the perfect cost average where the costs are

evenly spread across the time slots regardless of their energy

consumptions (i.e., perfect peak shaving), thus producing an

absolute (and generous) lower bound. The optimal schedule is

then lower bounded by the distribution below:

Φ∗ ≥ Prc()min∑n
j=1

Prc()min

Prc(tj)

n∑

i=1

rili (1)

Now, consider the schedule produced by our minMax algo-

rithm, let Φ denote the highest cumulative cost among the

time slots. The last task dk scheduled into the timeslot of Φ
must be done when Φ has the least cumulative cost due to

the greedy property. Furthermore, we know that the tasks are

scheduled in descending order of consumption and therefore

the average distribution strictly increases with each additional

scheduled task. We arrive at the following inequality:

Φ− Prc(tΦ)rk <
Prc()min∑n
j=1

Prc()min

Prc(tj)

n∑

i=1

rili (2)

Combining Equations 1 and 2 yields:

Φ < Φ∗ + Prc()max(rmax)

Prc()max is the highest hourly price and rmax is the largest

energy consuming appliance. Therefore, the minMax algo-

rithm produces a solution at most Prc()max(rmax) more than

the optimal solution.

�
The above bound is rather generous as in practice, the time

slot of Φ generally has low hourly price (∼ Prc()min). Our

simulation study (Section V) shows that the performance of

minMax in practice is much better than this upper bound.

Next, we analyze our problem with deadline constraints. The

proof builds on the results of Theorem 1.

THEOREM 2: Given an appliance task scheduling problem
with deadlines, the minMax algorithm produces a solution
that is upper-bounded by γ(Φ∗ + Prc()maxrmax) where

γ = max{Overlap1..n}
mini=1..m{
(fi−si)/li�} .

For a time slot tj , we denote the number of tasks that can

be scheduled to this time slot as Overlapj . It is sufficient

to examine the behavior of OverlapΦ where Φ is the time

slot containing the maximum cumulative cost produced by the

minMax algorithm.
As each task di ∈ OverlapΦ is scheduled from the largest

energy consuming task to the least. it is always scheduled

to the least cumulative cost time slot constrained by the

specific deadline time frame. This produces a constrained sub-

problem spanning from time slot si to fi, under which we can

bound the marginal loss of optimality by applying Theorem

1. Therefore, each time Φ is raised, a marginal loss occurs

on the sub-problem, resulting in the total optimality loss of

γ(Φ∗ + Prc()maxrmax).
γ is upper bounded by max{Overlap1..n}, the maximum

number of tasks that can be scheduled into a single time slot.

However not every task that can, will be scheduled into it. It

follows from the greedy property that once a task is scheduled

into a time slot, it is guaranteed that the subsequent tasks will
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not be scheduled into the same time slot until each of the

other non-overlapping time slots have been assigned at least

one task. The minimum number of non-overlapping time slots

is dependent on the task shift-ability factor fi−si
li

. Therefore,

γ is upper bounded by:

γ =
max{Overlap1..n}
mini=1..m{� fi−si

li
�}

�
We observe that the optimality of minMax is strongly de-

pendent on both how “crowded” tasks are scheduled around a

time slot and on how shift-able are the tasks. Generally higher

number of tasks overlapping in the same time slot result in

higher optimality loss. Similarly, the more shift-able tasks are,

the more optimal the minMax solution will be.
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IV. HOME ENERGY MANAGEMENT WITH HVC

We now extend the minmax scheduling algorithm to consider

Heating, Ventilation and Cooling (HVC) devices. Compared

with the discrete appliance scheduling problem, HVC devices

such as air conditioner operate with varied energy consumption

patterns best modeled as a continuous function. Figure 2

depicts the general operation cycles of an A/C appliance at

home. The top figure shows how A/C is turned on to bring

the room temperature to a target temperature setting and then

shuts off. It also periodically turns on to offset dissipation.

Accordingly, there are two components to model: the cooling

function Eng() and the dissipation function Dip(). We first

discuss the cooling function Eng(). As our algorithm operates

in discrete time slots (e.g., 1 hour), we only need to account

for the aggregate energy consumption at each time interval.

The bottom of Figure 2 shows the aggregate consumption for

cooling the household by a set number of Celsius degrees. This

graph is collected based on the air conditioner operation report

in [19] and normalized by the Korean air conditioner energy

consumption data [20] for mansions (Korean apartment-sized

condos). The solid line shows a polynomial interpolation

function based on operations measurement of our test home,

which is a one-bedroom apartment located at ground floor

corner unit. The maximum consumption line shows the change

in room temperature if the A/C is to operate non-stop for

1 hour. This is denoted as the A/C’s operations threshold,

HV C LIM . The dissipation function Dip() can be modeled

based on Newtonian law of heat exchange as follows:

Dip(Tj) = Tj + (Text,j − Tj)e
− 60

τ

�
Here Tj denotes the room temperature at start of time slot

tj , Text,j denotes the average outdoor temperature of time

slot tj , and τ is the heat dissipation rate. A lower τ value

is achievable by having better home insulation solutions.

Dip() is an exponential function depending on the temperature

difference. Based on measurements in the test home, we find

τ ∼= 48.5 at per minute rate. This is approximately 27% loss

per hour, as Korean apartments generally have low insulation.

By incorporating Dip(), we can find the temperature change

ΔT required to maintain a household at target thermostat

setting Ttgt in a time slot tj as:

ΔT = Tj − Ttgt + (Text,j − Ttgt)e
− 60

τ

And the amount of energy consumed by A/C in the time inter-

val {tj , tj+1} is then Eng(ΔT ). User comfort is represented

by the thermostat setting Ttgt. Following the classic want-

need psychological definition, we consider two Ttgt settings:

Tmax is the desirable room temperature the household would

like to maintain, and Tmin is the threshold temperature the

household can tolerate without excess discomfort. In the A/C

cooling case, Tmax ≤ Tmin, and Figure 2 shows an example

of these two settings. Work such as [18] also use similar

user comfort constraints. The objective of our minMaxHV C

algorithm is to find an optimal operations schedule for the

HVC devices such that energy expenditure is minimal with

respect to the following properties: ∀tj , Tmin ≥ Tj ≥ Tmax

and Tj
∼= Tmax. The minMaxHV C is shown in Algorithm 2

for the cooling case in summer days. It can be generalized to

handle heating case in winter days with minor modifications.

The complexity of minMaxHV C remains at O(nm+mlogm)
because the HVC scheduling with O(n) time is not the

dominating complexity term.
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Algorithm 2 minMaxHV C Scheduling for Cooling

Input:
tk ∈ T where 1 ≤ k ≤ n
Eng(), Prc(), HV C LIM
T1, Text,1..n, Tmin, Tmax, τ
Output:
Tn+1

c1..n
The HVC energy consumption schedule schHV C1..n

1: c1..n = 0 //Replace init. in minMax
2: schHV C1..n = 0

3: for j = 1 to n do
4: if Dip(Tj) ≤ Tmin then
5: Tj+1 = Dip(Tj)
6: schMINCj = 0
7: else
8: ΔT = max{HV C LIM, Tj − Tmin + (Text,j − Tmin)e

− 60
τ }

9: Tj+1 = max{HV C LIM, Tmin}
10: cj = Prc(tj)Eng(ΔT )
11: schMINCj = cj
12: end if
13: end for
14: c1..n = minMax()
15: Ref = max{c1..n}
16: c1..n = c1..n − schMINC1..n

17: for j = 1 to n do
18: if Dip(Tj) > Tmax then
19: ΔT = max{HV C LIM, Tj − Tmax + (Text,j − Tmax)e

− 60
τ }

20: UsedC = Prc(tj)Eng(ΔT )
21: if UsedC + cj > Ref then
22: UsedC = Ref − cj
23: ΔT = Eng−1( UsedC

Prc(tj)
)

24: Tj+1 =
Tj−ΔT+Text,j(e

− 60
τ )

1+e
− 60

τ

25: cj = Ref
26: else
27: Tj+1 = max{HV C LIM, Tmax}
28: cj = cj + UsedC
29: end if
30: schHV Cj = Eng−1( UsedC

Prc(tj)
)

31: else
32: Tj+1 = Dip(Tj)
33: schHV Cj = 0
34: end if
35: end for

In the minMaxHV C algorithm, we first schedule the HVC

device at tolerable threshold Tmin (Line 3-13). The rationale

is two folds: one, Tmin must be maintained throughout the

day, it is the minimal energy consumption even at peak

hours; two, since HVC scheduling at Tmin is not flexible,

it is equivalent to the fixed appliance scheduling case. We

then run minMax algorithm for appliance scheduling and

obtain a reference peak point Ref (Line 14-15) considering

that Tmin is maintained at peak hours. We then erase our

minimal HVC consumption (Line 16) and the HVC devices

are rescheduled at desirable threshold Tmax with respect to

the energy consumption ceiling Ref (Line 17-35). Therefore,

minMaxHV C ensures that at least Tmin is maintained, while

the room temperature is brought up to as close to Tmax as

possible without compromising the minmax objective. We

now show that minMaxHV C is an approximation algorithm

for the combined energy scheduling problem (i.e., appliance

and HVC) defined in Section III-A.

THEOREM 3: minMaxHV C is at most Prc()maxEng(T1−
Tmin) + γ(Φ∗ + Prc()maxrmax).

Let Φ∗ be the peak aggregate cost of the optimal solution.

The HVC scheduling strictly increases the energy consumption

at this time slot by the amount that is required to maintain

the room temperature at Tmin. Let ΔT ∗ denote the optimal

amount of temperature change required. in minMaxHV C ,

after the scheduling at Tmin operations and the minMax
operations, we arrive at a Ref point, with ΔT being the

amount of temperature change required during peak Φ. It

must be that ΔT ≥ ΔT ∗. In the worst case, ΔT ∗ = 0.

This may happen if the HVC devices were operating at near

Tmax before the time slot of Φ∗, and therefore do not need

to be turned on at all during peak time of Φ∗. It follows then

we can bound the loss of optimality due to HVC scheduling

by at most Prc()maxEng(T1 − Tmin) which is the upper

bound on the energy cost required to bring the household

from initial temperature T1 to tolerable temperature Tmin. The

scheduling at Tmax operations of minMaxHV C operates with

the Ref limitation and therefore do not change this upper

bound. The overall optimality of minMaxHV C is then at

most Prc()maxEng(T1 − Tmin) + γ(Φ∗ + Prc()maxrmax)
worse than the optimal.

V. SIMULATION STUDY

In this section, we present the performance of minMax and

minMaxHV C algorithms through simulations. In order to

obtain realistic projections, we have constructed a home task

generator which generates the appliance task demands based

on the probability of appliance usage by time-of-day (see

Figure 5). In our study, a household demand is approximately

60 tasks with shift-ability varying from 0 to 4 hours. We have

also constructed a simple market pricing function based on the

energy consumption patterns in Korea: by using the Korean

home energy price as the mean, we set energy price in peak

hours to be exponentially expensive, while energy price in

early hours of a day are significantly discounted. For the HVC

scheduling, we utilize the air conditioning statistics obtained

from our test home as described in Section IV and the reported

Korean summer temperatures [21].

Figure 3 illustrates the effects of our minMax and

minMaxHV C algorithms as applied to an example Korean

household on a hot summer day. This household operates a

mixture of appliance tasks with varied shift-ability ranging

from 0 to 3 hours and operates A/C for cooling. The dark

bars illustrate the results of scheduling appliance tasks. The

first two graphs show the effect on cost, we see that we can

achieve significant cost reduction and cost peak shaving by

applying the minMax algorithm. The third and forth graphs

show the same result in terms of energy consumption. It is

interesting to see that we have the peak shaving effect is

not nearly as pronounced and rather we have a peak shifting

effect. To understand this behaviour, we plot the DR pricing
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Fig. 3. Example scheduling with minMaxhvc

function (dotted line with ‘*’). We see that the DR price

function is constructed to dissuade peak time energy usage

by applying a high peak energy price (i.e., morning peak and

night peak in the unscheduled graph). In response, to reduce

energy cost the minMax schedule shifts energy consumptions

to off peak times and therefore produces the peak shifting

effect. Therefore, we observe that setting the right DR price is

of paramount importance in controlling/smoothing the energy

demand of the households, as to bring about convergence

between cost peak shaving (what the households care about)

and energy peak shaving (what the operators want).
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Fig. 4. Energy Consumption of Scheduling

Now we look at the effect of minMaxHV C scheduling. The

grey bars of the graphs show the consumption due to A/C.

For clarity, we focus on the first two graphs of Figure 3.

The dotted line shows the external temperature as recorded

on June 30th, 2004 in Gwangju city, South Korea [21]. We

set the desirable room temperature Tmax to be 19 Celsius

and the tolerable room temperature Tmin to be 25 Celsius.

Furthermore, we assume the house has occupant throughout

the day. The solid line shows the room temperature T1..n at the

start of each hour. For the unscheduled case, the thermostat is

set to 19 and we see that room temperature is maintained

around 19 throughout the day. This adds significant cost

to the household energy bill especially during peak pricing

period when energy is expensive, and during early afternoon

when outside temperature is high. In comparison, with the

minMaxHV C generated A/C schedule, we observe that the

desirable room temperature (i.e., 19 Celsius) is still achievable

during the off-peak hours of the day. During the peak hours

when energy is expensive, the A/C operations are cut back

which causes the room temperature to rise, but still below

the tolerable threshold Tmin. For the few hours during prime

night price peak (especially 9pm), the A/C is barely turned on

at all. The resulting cost reduction is quite significant, while

still making the household comfortable for the occupants. The

curvature we see in the evening time is the combined effects

of non-linear heat dissipation and the rapid increase in energy

price in those hours.
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Fig. 5. Energy consumption patterns of example appliances in Korea [20]

We also examine the effectiveness of minMax and

minMaxHV C in the aggregate across many households.

We simulated 100 households where each home ran the

minMaxHV C algorithm. To investigate the optimality of

the minMax and minMaxHV C algorithms, 10 of the 100

homes in this experiment are randomly selected and their

optimal schedules are computed using exponential branch-

and-bound. We found that the peak cost of the schedule

produced by the minMaxHV C is at most 6% more than that

of the optimal, much better than our worst-case theoretical
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bound. Figure 4 illustrates the aggregate effect of adopting

our algorithms in 100 households. The dotted line with ‘*’

shows the DR price function. We see that the peak time

price corresponds to time of the day where energy demand

is high. The effect of applying minMaxHV C is apparent at

the aggregate level, as we see significant energy shaving in

the peak hours. Since tasks have varied shift-ability, we could

not achieve perfect minmax smoothing. The grey bars on the

graphs depicts consumption due to HVC. When examining the

percentage total cost reduction, we find that household can

save on average 29.26% of the total energy cost by utilizing

our minMaxHV C under the example market-based pricing.

We also want to study the effect of applying different optimiza-

tion objectives on peak shaving, and the importance of price

setting. Figure 6 shows a comparison of running minMax
under different optimization objectives and with different price

settings. Two price settings are used: our example market-

based pricing function (minMax Cost (eg.)), and we used a

near-optimal price setting (minMax Cost (opt.)) that we have

computed based on gradient descent over the aggregate energy

demand. Due to space limitation, we could not elaborate

on the technique. The aggregate energy expenditure of 100

households are represented on the graph. We exclude HVC

in this case because the energy expenditure of HVC under

minMaxHV C varies significantly depending on the price

setting and introduces unwanted noise for our comparison.

From the figure, we observe that if we minimize total cost,

we cannot obtain peak shaving, and this line is practically the

same under both example price function and the near-optimal

price setting. We also show the result when minimizing the

maximum/peak energy (minMax Energy). The minmax energy

achieves the best possible peak shaving, but is not incentive-

compatible with household users. Its plot cannot be perfectly

smooth due to the user comfort constraints. The goal of a good

price setting is therefore to converge the effect of minmax

over cost (user incentive-compatible) towards minmax over

energy (operator goal but not user incentive-compatible). In

examining the plot of minmax over cost objective under two

pricing regimes (eg. and opt.), we can observe: 1) even under

non-optimal price setting, minmax over cost objective achieves

much better peak shaving than minimizing total cost; 2) with

good price setting, we can indeed converge the minmax over

cost objective close to the minmax over energy objective.
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Fig. 7. minMax under varying task flexibility

Since the degree of peak shaving is strongly related to task-

shiftability, we study their relationship. A task set for 100

homes is generated as the control input, and the near-optimal

price function is computed. We performed multiple runs of

minMax on the control input each with varied task shift-

ability. HVC is again excluded as to reduce noise. Figure 7

illustrates our findings. As we are interested in the effect of

peak shaving, aggregate energy consumptions are shown. We

can observe two clear trends: 1) the degree of peak shaving is

highly dependent on task-shiftability and it is non-linear; 2) If

the tasks are only shiftable under 2 hours, we do not obtain

significant peak shaving. Since shifting daily appliance tasks

by 2 hours would require significant alteration to households’

life style, we postulate that it is difficult to achieve good peak

shaving with market-price based incentive mechanism alone.

It may be necessary to combine market-based DR pricing with

mandatory energy consumption capping.

VI. CONCLUSION

In this paper, we have investigated the problem of effec-

tive home energy management under market-based demand-

response programs. We have established minmax over cost as

a household user incentive-compatible optimization objective.

We discussed the design of minMax and minMaxHV C

algorithms, and showed that they are near-optimal. In mod-

eling user comfort explicitly as constraints, we found that

it is possible to achieve significant energy saving while still

maintaining comfortable living. Through simulation studies,

we have demonstrated the effectiveness of the algorithms and

found that: 1) significant cost saving can be obtained using

our algorithms; 2) global energy peak shaving is sensitive

to DR price setting; and 3) task shift-ability is a major

determining factor of peak energy shaving. Currently we have

adopted the algorithms in our GHS server, in the future, we

will investigate efficient computation techniques for DR price

setting and design user-friendly interfaces to enable efficient

energy management at home.

2012 8th International Conference on Network and Service Management (CNSM 2012) 17



REFERENCES

[1] G. C. Heffner, “Configuring load as a resource for competitive electricity
markets - review of demand response programs in the us and around
the world,” in 14th Annual Conference of the Electric Power Supply
Industry (CEPSI 2002), 2002.

[2] S. Borenstein, “Dynamic pricing, advanced metering and demand
response in electricity markets,” The Theory of Demand-side Price
Incentives, Hewlitt Foundation Energy Series., 2002.

[3] L. Ruff, “Economic principles of demand response in electricity,” Report
to the Edison Electric Institute., Washington D.C., 2002.

[4] C. Goldman, N. Hopper, O. Sezgen, M. Moezzi, R. Bharvirkar,
B. Neenan, D. Pratt, P. Cappers, and R. Boisvert, “Customer response
to day-ahead wholesale market electricity prices: Case study of RTP
program experience in new york,” White Paper, LBNL-54761, Ernest
Orlando Lawrence Berkeley National Laboratory, Univeristy of Califor-
nia Berkeley, 2004.

[5] J. Xiao, J.-Y. Chung, J. Li, R. Boutaba, and J. W.-K. Hong, “Near-
optimal demand-side energy management under real-time demand-
response pricing,” in IEEE International Conference on Network and
Service Management (CNSM 2010), mini-conference, October 2010.

[6] Y. Kojima, M. Koshio, S. Nakamura, H. Maejima, Y. Fujioka, and
T. Goda, “A demonstration project in hachinohe: Microgrid with pri-
vate distribution line,” in IEEE International Conference on Systems
Engineering, 2007.

[7] A. Molderink, V. Bakker, M. Bosman, J. Hurink, and G. Smit, “Domestic
energy management methodology for optimizing efficiency in smart
grids,” in IEEE conference on Power Technology, June 2009.

[8] ——, “Management and control of domestic smart grid technology,”
IEEE Transactions on Smart Grid, vol. 1, no. 2, pp. 109–119, 2010.

[9] K. Kok, Z. Derzsi, J. Gordijn, M. Hommelberg, C. Warmer, R. Kam-
phuis, and H. Akkermans, “Agent-based electricity balancing with
distributed energy resources, a multiperspective case study,” in the 41st
Annual Hawaii International Conference on System Sciences, January
2007.

[10] A.-H. Mohsenian-Rad, V. Wong, J. Jatskevich, and R. Schober, “Op-
timal and autonomous incentive-based energy consumption scheduling
algorithm for smart grid,” in Innovative Smart Grid Technologies 2010
(ISGT 2010), January 2010.

[11] A.-H. Mohsenian-Rad, V. W. Wong, J. Jatskevich, R. Schober, and
A. Leon-Garcia, “Autonomous demand-side management based on
game-theoretic energy consumption scheduling for the future smart
grid,” IEEE Transactions on Smart Grid, vol. 1, no. 3, December 2010.

[12] R. Rachamadugu, “Scheduling jobs with proportionate early/tardy penal-
ties,” IIE Transactions, vol. 27, no. 5, pp. 679–682, 1995.

[13] C. Wang, M. Groot, and P. Marendy, “A service-oriented system for
optimizing residential energy use,” in IEEE International Conference
on Web Services, July 2009.

[14] J. D. Hobby, A. Shoshitaishvili, and G. H. Tucci, “Analysis and
methodology to segregate residential electricity consumption in different
taxonomies,” IEEE Transactions on Smart Grid, vol. 3, no. 1, pp. 217–
224, 2012.

[15] M. A. A. Pedrasa, T. D. Spooner, and I. F. MacGill, “Coordinated
scheduling of residential distributed energy resources to optimize smart
home energy services,” IEEE Transactions on Smart Grid, vol. 1, no. 2,
September 2010.

[16] A. J. Conejo, J. M. Morales, and L. Baringo, “Real-time demand
response model,” IEEE Transactions on Smart Grid, vol. 1, no. 3,
December 2010.

[17] A. Barbato, A. Capone, G. Carello, M. Delfanti, M. Merlo, and A. Za-
minga, “House energy demand optimization in single and multi-user
scenarios,” in IEEE International Conference on Smart Grid Communi-
cations, October 2011.

[18] P. Du and N. Lu, “Appliance commitment for household load schedul-
ing,” IEEE Transactions on Smart Grid, vol. 2, no. 2, June 2011.

[19] S. Mirasgedis, Y. Safaridis, E. Georgopoulou, D. Lalas, M. Moschovits,
F. Karagiannis, and D. Papakonstantinou, “Models for mid-term elec-
tricity demand forecasting incorporating weather influences,” Energy,
vol. 31, no. 2-3, 2006.

[20] Korean Power Exchange, “Survey of appliance pene-
tration rate and domestic power usage,” ”http://epsis-
ibook.kpx.or.kr/web http/kpx/kpx Gindex.php?cateCode=ABAAAG”,
December 2009.

[21] S. Park, “Measurement and analysis of heat island in summer in gwangju
park,” Journal of the Korean Solar Energy Society, vol. 24, no. 4, 2004.

18 2012 8th International Conference on Network and Service Management (CNSM 2012)



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.6
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize false
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Recommended"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


