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Introduction	
•  Currently cloud providers provides only computing 

resources but do no provide any guaranteed 
network resources 

•  Goal: Providing both guaranteed computing and 
network resources   
o  Virtual Data Centers (VDCs): virtual machines, routers, switches and links 
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Introduction  (Cont’d)	
•  Objectives 

o  Map VDCs  onto physical infrastructure (Computing + 
networking resources) 

o  Maximize acceptance ratio/revenue 
o  Minimize energy costs 
o  Minimize the scheduling delay 
o  Achieve all of the above objectives dynamically over-time 

•  Our solution: VDC Planner 
o  A migration-aware virtual data center embedding 

framework 
o  VDC embedding, VDC scaling  
o  Dynamic VDC consolidation. 
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Possible  scenarios  	
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VDC  planner  Architecture	
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•  Objective function 

•  The embedding cost 

•  Placement constraint 

Problem  formulation	

7 

embedding  cost	Operational  costs	

𝑦↓𝑛    a  Boolean  that  indicates  that   𝑛   is  active	
𝑥↓𝑛𝑛 ↑𝑖   a  Boolean  that  indicates  that  𝑛  is  embedded  in   𝑛 	



Migration-‐‑Aware  VDC  Embedding  Heuristic	

•  Sort the VMs by their size 

•  Compute the embedding cost (for each VM and 
physical  node) 

•  Embed the VM in the physical machine with the 
minimal embedding cost 
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Dynamic  VDC  Consolidation  Algorithm	

•  Sort the physical nodes in increasing order of their 
utilizations 

•  Migrate the VMs hosted in low-utilization machines 
(using Algorithm 1) 

•  If all VMs are successfully migrated, the machine is 
turned off. 
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•  Physical data center:  

Experiments	
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4  top-‐‑of-‐‑rack  switches	

400  physical  machines  	
(8  Cores,    8GB,  100  GB  disk).	

  4  aggregation  switches	

The  VL2  Topology              	
(Greenberg  et  al.,  2009)	

4  core  switches	



Experiments	
•  VDC requests:  

o  Number of VMs/VDC: [1-20] 
o  VM requirements:   

•  1 − 4 cores 
•  1 − 2GB of RAM  
•  1 − 10GB of disk space 

o  Virtual link capacity: [1-10 Mbps] 

o  Arrival: Poisson distribution 
•  0.01 request/second during night time 
•  0.02 request/second during day time 

o  VDC lifetime: exponential distribution (~3 hours) 
o  Maximum waiting time: 1 hour 
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Experiments	
• Comparison metrics: 

o Gain in acceptance Ratio 

o Gain in revenue 

o Gain in number of active machines 

o Request scheduling delay 
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Migration-‐‑aware  Embedding  vs.  Baseline	
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Migration-‐‑Aware  embedding  +  
Consolidation	
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(Revenue  gain  up  to  17%)	 (Revenue  gain  up  to  15%)	



Conclusions	

•  The migration-aware embedding can lead to a 
gain in terms of revenue and acceptance ratio that 
can reach up to 17%  

•  Combined with consolidation, VDC planner uses up 
to 14% less machines than the Baseline. 

•  Reduce the scheduling delay by up to 25%. 

15 



Future  work	
•  Conduct experiments with real traces/real testbed. 

•  Combine the Migration-Aware embedding with a 
capacity provisioning technique 
o  The provisioning technique provides the optimal number of 

machines to be turned on. 
o  The migration-Aware embedding will maximize the utilization and 

the revenue 
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Thank  you	
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Related  Work	
•  SecondNet [8] is a data center network 

virtualization architecture  
o  a greedy heuristic for VDC embedding problem 

•  Oktopus [1] proposed two abstractions 
(virtual cluster and virtual oversubscribed 
cluster)  
o  A greedy heuristic for VDC embedding in tree-like topologies 

•  SecondNet and Oktopus do not consider 
migration 
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Migration-‐‑Aware  VDC  Embedding  Heuristic	
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Dynamic  VDC  Consolidation  Algorithm	
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