2023 SBMO/IEEE MTT-S International Microwave and Optoelectronics Conference (IMOC) | 979-8-3503-2067-1/23/$31.00 ©2023 IEEE | DOI: 10.1109/IM0OC57131.2023.10379739

2023 SBMO/IEEE MTT-S International Microwave and Optoelectronics Conference (IMOC)

Cost minimization on OTN Interfaces: An ILP-based
planning model

E. D. S. Barros and R. C. Almeida Jr
Federal University of Pernambuco-Brazil
{ewelim.barros, raul.almeidajunior} @ufpe.br

Abstract—This paper introduces a practical approach to optimize
Optical Transport Networks (OTNs) interfaces by the proposal of
an Integer Linear Programming (ILP) mathematical model. The
presented model focuses on minimizing the number of deployed
OTN interfaces, the most costly element in the network, to reduce
operational costs while meeting the aggregate traffic requirements.
It considers various factors such as the network topology, different
classes for the traffic demands, distinct-capacity interfaces and
resource constraints. Extensive simulations were conducted and
demonstrated the model’s ability to find optimal solutions within
short computation times, thereby improving resource utilization in
the network.

Index Terms—Optical Transport Network (OTN), Integer Linear
Programming (ILP), Optimization, OTN Interfaces.

I. INTRODUCTION

In recent years, the world has witnessed a remarkable
emergence of revolutionary internet technologies and bandwidth-
intensive applications, such as ultra-high-resolution video, virtual
reality and 5G mobile network. This surge has triggered an
explosive increase in network traffic, especially due to COVID-
19 pandemic, which has further intensified society’s reliance on
digital services [1].

Optical Transport Networks (OTN) have been proposed as
a potential and promising technology to support not only 5G
[1], but also future-generation networking systems, such as 6G
networks, with their increasing performance requirements [2].

Typically relying on an OTN over WDM (Wavelength Division
Multiplexing) layered configuration (Fig. 1), wherein the former
layer operates at the electric level and the latter layer at the
optical level, Optical Transport Networks enables a more efficient
utilization of optical layer resources [3].

In order to ensure efficient and cost-effective network op-
erations, the planning of optical networks has emerged as
an important research subject. Several techniques have been
employed in the literature to tackle different optimization
problems in the domain of OTNs. These include Multi-objective
Evolutionary Algorithms [3][4], Heuristic Algorithms [5], as
well as Integer Linear Programming (ILP) models [6], among
others. Nevertheless, it is worth mentioning that in some of
these cases the optimal solution is not guaranteed.

This paper presents a novel ILP formulation for interface
arrangement in OTN networks. When compared to other solution
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Fig. 1: Example of OTN over WDM layered configuration.

methods for this problem, ILP ensures globally optimal solutions
and efficiently handles multiple aspects of the problem simul-
taneously, such as demand aggregation, routing and interface
placement in complex network structures, including different
types of demands, multiple technologies and various constraints.
However, it might face challenges with scalability and complexity
due to the exponential growth in computation time with network
increase. Aditionally, its effectiveness relies on solver quality
and real-time adaptability is limited.

The proposed formulation introduces a comprehensive concept
that incorporates the aggregation of multiple service classes onto
distinct-capacity interfaces, each associated with specific costs,
and representing different transmission rates. To the best of our
knowledge, this work is the first to propose such a generalized
ILP formulation approach. By utilizing the presented model, the
OTN network can be configured in a versatile and adaptable
manner, effectively meeting the diverse requirements of various
traffic demands.

II. OTN STATEMENT

This paper addresses the problem of planning the OTN
network layer over a WDM network. The objective is to
efficiently aggregate existing classes of demands on distinct-
capacity interfaces, routing them through virtual links and
determining the minimal number and strategic placement of
required OTN interfaces in order to minimize the capital
expenditures (CapEX).

A graphical representation of the multilayer network model
considered in this work is presented in Fig. 1. Each node W
from the WDM layer may have zero or more OTN nodes O
associated with it and each OTN node O can accommodate zero
or more interfaces /. In the given example, OTN node O1 is
associated with optical node W1.
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The connection possibilities between two OTN nodes are
called Link Bundles, which are internally associated to a group
of optical fibers from the optical layer. Basically, a Link Bundle
addresses whether it is feasible or not to the WDM layer to
establish a lightpath for such specific-capacity interface.

Each Link Bundle can accommodate zero or multiple connec-
tions between a source-destination pair of interfaces. Since in
this work we assume distinct-capacity interfaces, each of such
category of interface is associated to a specific Link Bundle
topology.

III. ILP FORMULATION

In this section, the proposed ILP formulation and its ex-
planation are presented. The formulation takes into account
the existence of different classes of traffic demands, each
characterized by its specific required bit rate, with the objective
of assigning these demands to OTN interfaces capable of
accommodating the corresponding transmission bit rates. Table I
summarizes the parameters and variables utilized in our proposed
ILP modeling.

Consider a demand k belonging to class b with a requested bit
rate of 1, Gbps. This demand can be assigned to an interface with
a transmission bit rate of r. Gbps if and only if . > r,. Notice
that there is a limit on the number of demands of each class
that can be assigned to an interface, since assigned demands’
aggregated bit-rate cannot overtake the interface capacity.

In order to be able to accommodate all possibilities of traffic
aggregation in the available distinct-capacity interfaces, we define
in this paper the different forms f how an interface from class
¢ may be filled with demands in B, which is denoted by the
vector Z¢, where position ¢ in I]% refers to the maximum number
of allowed ¢-class demands supported by interface of class ¢
under the form f. Considering a scenario in which the number
of classes of demands and the number of classes of interfaces
are |B| = |C| = 3, and the classes’ bit rate are r; = 10 Gbps,
r9 = 40 Gbps and r3 = 100 Gbps:

o for 10 Gbps interfaces (c = 1), there is a unique feasible
form, that is: Z{ = [1,0,0], since, in this case, only one
demand from class b = 1 occupies the entire capacity of
the interface;

« for 40 Gbps interfaces (c = 2), there are two possibilities,
which are: Z? = [4,0,0] and Z3 = [0,1,0];

« for 100 Gbps interfaces (c = 3), there are four possibilities
of configuration: Z{ = [10,0,0], Z3 = [6,1,0], Z§ =
[2,2,0] and Z3 = [0,0,1].

— Objective Function:

Ic|
Min >~ Ce Ie ()]
c=1
— subject to:
5|
ASTE=S"apdk <1 s, dk ©)
b=1
A DR, if i = s;
STBIIE ST BN = { —AndE i = g (©)
3J J 0, otherwise.
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TABLE I: Inputs and variables used in the mathematical model.

Notation Description

(Inputs)

s,d Source and destination nodes of the traffic demands on virtual
topology;

%7 Originating and terminating nodes of a potential variable-bandwidth
lightpath on virtual topology (Link Bundle);

B Set of classes of demands, where b = 1...|B| represents the b-th
class of demand and |B] is the total number of classes of demands;

C Set of classes of interfaces, where ¢ = 1...|C| represents the
c-th class of interface and |C| is the total number of classes of
interfaces;

|54 Number of traffic demands between s and d nodes;

ﬂ/Z"d’k A binary parameter to indicate whether the k-th demand (where
1 < k < |Q%9]) between nodes s and d is a b-class demand

sdk — s,dok .

Gy = 1) or not (v ™* = 0);

Asidok A binary parameter to indicate whether the k-th demand exists
(A$%F = 1) between the nodes s and d or not (AS%F = 0);

Le? Link Bundle Indicator. £z7 = 1 if there is a c-class Link Bundle

between nodes i and 5, and £Lz7 = 0, otherwise;

I;' A representation for the various forms f that can be assumed by a

c-class interface under its traffic limit;

Total number of forms in which a c-class interface can be arranged

in its traffic limit;

I]%"b Number of b-class traffic demands that can be allocated on a c-class
interface, under the form f;

1Z¢|

Ce The cost of a c-class interface;

M A large number.

(Variables)

B:Jdk Binary variable that indicates whether the k-th traffic demand

between nodes s and d is routed (Bf ’f"k = 1) or not (Bf_’]d’]c =0)
through the virtual link -75;

Tl;' J Number of demands from class b that pass through the virtual link
o i3 .
I}’]’C Number of interfaces installed on £¢7 that are configured in the
IJ‘; form;
I'Ci‘j Number of c-class interfaces that are allocated in £%7.
I Total number of c-class interfaces allocated in the network.
SoBidt <1 s,d ki “)
J
IC] o
Bttt IT (1-£87) =0 Ve dikig ®)
c=1|re>ry,
i,7 ,d,k_s,d,k ..
T = S0 BEtEag Vb, i, j. ©
s,d,k
SO TG I Ly > T, ViLgb. (N
c=1f=1
1Z€]
I3 =31y Vi, ®)
f=1
<ML, i e ©)
(10)
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A. Explanation

Expression (1) is the objective function, which works to
minimize the cost in terms of the number of interfaces and their
associated individual costs for meeting all demands. Constraint
(2) indicates that a demand k between nodes s and d can only
belong to a single class b. The conservation of traffic flow at
the nodes of a virtual link for each demand is expressed by
(3). Constraint (4) indicates that each individual traffic can only
be forwarded to a single output lightpath, that is, it cannot be
divided across multiple lightpaths. Constraint (5) indicates that
traffic from class b can only be forwarded along a lightpath
between nodes -7 if there is for these nodes at least one available
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Link Bundle that can admit b-class demands. And constraint
(6) represents the total amount of b-class demands assigned to
lightpaths between nodes ¢ and j. Constraints (7) and (8) work
with the interface forms, and (9) and (10) calculate the total
number of required distinct-category interfaces.

IV. SIMULATIONS

This section discusses the strategy used to build the framework
for the discussed optimization ILP problem and presents some
results and discussions of two analyzed scenarios.

Case I Case IT
1 2 3 4 5 6d1 2 3 4 5 6
1- 11 1 1 1}1f{- 1 2 1 1 3
211 - 1 1 1 1f{f2/2 - 3 2 3 1
311 - 1 1 1|31 3 - 3 2 1
411 1 1 1 1|41 1 3 - 3 1
sf1 1 1 1 - 1451 3 1 3 2
61 1 1 1 1 -4l6/3 1 1 1 2 -

Fig. 2: Demand classes b for each source-destination (s-d) pair on 6-node network used
in simulations. Values 1, 2 and 3 represent classes b = 1, b = 2 and b = 3, respectively.
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Fig. 3: Small network, with six nodes, used for simulations.

A. Optimization Strategy

In this subsection, we present some analysis of our proposed
approach for the solution of the OTN planning problem. The
strategy is represented by the following 2 steps:

1 Initial Link Bundle Settings: At this stage, Link Bundles
for every classes are assigned to the input parameters in ILP.
Each class has a specific physical distance limit. Therefore, the
Link Bundles will be defined by their corresponding maximum
reach.

2 ILP: Receives the Link Bundle topology and defines the
number of interfaces for each Link Bundle, considering the cost
assignment for them.

B. Results and Evaluation

For evaluating the effectiveness of the proposed optimization
strategy, the topology shown in Fig. 3 was considered. The
parameters were chosen as follows: |B| = |C| = 3, with
transmission bit rates of r; = 10 Gbps, ro = 40 Gbps and
rg = 100 Gbps, and their corresponding interface costs defined
as (1 = 2, (o = 4 and (3 = 8. Additionally, the maximum
reach for the definition of each Link Bundle in step 1 was set
to 4000 km, 2000 km and 1000 km for Link Bundles belonging
to classes 1, 2, and 3, respectively.

The IBM ILOG CPLEX v.11.0 was used on an Intel i7 3.6
GHz 32 GB machine to solve the strategy in 6-node network
with the classes for each source-destination pair demand defined
by the cases I and II in Fig. 2. The performance of the ILP
optimization was compared between the different cases.
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Tables II and III present the results of minimizing the total
cost for different traffic demand scenarios. As expected, the cost
escalates proportionally to the number of demands (|Q2%¢|) per
source-destination pair. In Case I, in which all demands belong
to the same class, the cost rises from 52 to 580 as the number of
demands grows from 1 to 15 (an increase of approximately 11.2
times) indicating potential cost savings and improved resource
utilization with increasing demand.

Furthermore, the proposed model consistently achieves sim-
ulation times below 0.8 seconds for all cases in the 6-node
network. This demonstrates the model’s efficiency in terms of
execution time, enabling quick and effective network planning
solutions for real-world applications.

TABLE II: Case 1. Simulation results for several OTN planning request cases from
Fig.2, for any k < |Q°¢|.
[Q%9] (I1,I2,1I3)  Obj function (cost)  Simulation time
(2, 12,0 52 0.14s
5 (10, 28, 8) 196 0.56s
10 (32, 44, 18) 384 0.8s
15 (58, 64, 26) 580 0.8s

TABLE III: Case II. Simulation results for several OTN planning request cases from
Fig.2, for any k < |Q°9.

[Q57] (I1,I2,I3)  Obj function (cost)  Simulation time
1 (7, 8, 10) 126 0.60s
5 (7, 43, 52) 602 0.20s
10 (0, 91, 105) 1204 0.30s
15 (0, 134, 157) 1792 0.31s

V. CONCLUSION

This work has proposed an ILP formulation for designing
networks with OTN nodes. The presented approach has demon-
strated its effectiveness in minimizing the network cost and
achieving optimal resource allocation while satisfying demands
from different classes. Simulations conducted on a 6-node net-
work have shown that the proposed model is capable of achieving
these objectives within short computation times. Additionally,
the model’s adaptability has been demonstrated through its
application to multiple demand classes onto distinct-capacity
interfaces. Future work could assess the proposed methodology
in larger and more complex topologies, resembling real scenarios.
Furthermore, we could explore additional optimization objectives,
such as wavelength assignment and fault tolerance.

REFERENCES

A. Moubayed, D. Manias, A. Javadtalab, M. Hemmati, Y. You, and A. Shami, “OTN-
over-WDM optimization in 5G networks: key challenges and innovation opportunities,”
Photonic Network Communications, vol. 45, pp. 1-18, 01 2023.

[2] D. Manias, A. Javadtalab, J. Naoum-Sawaya, and A. Shami, “The role of optical
transport networks in 6G and beyond: A vision and call to action,” Journal of Sensor
and Actuator Networks, vol. 12, p. 43, 05 2023.

[3] D. Moniz, J. Pedro, N. Horta, and J. Pires, “Multi-objective framework for cost-effective
OTN switch placement using NSGA-II with embedded domain knowledge,” Applied
Soft Computing, vol. 83, p. 105608, 2019.

[4] J. C. Silva, A. V. Xavier, J. E. Martins-Filho, C. J. Bastos-Filho, D. A. Chaves,
A. S. Oliveira, R. C. Almeida Jr, D. R. Araujo, and J. A. Martins, “Multi-objective
evolutionary algorithm for the design of resilient OTN over DWDM networks,” 2022.

[5] B. Quirino de Oliveira, M. Antdnio de Sousa, and F. Henrique Teles Vieira, “A
hybrid firefly-genetic algorithm for planning of optical transport networks,” Journal of
Communication and Information Systems, vol. 35, no. 1, pp. 243-255, Sep. 2020.

[6] D. T. Hai, “A bi-objective integer linear programming model for the routing and

network coding assignment problem in wdm optical networks with dedicated protection,”

Computer Communications, vol. 133, pp. 51-58, 2019.

[1

n January 29,2024 at 15:06:14 UTC from IEEE Xplore. Restrictions apply.

71



