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Abstract

A highly dynamic topology is a distinguishing feature and challenge of a mobile ad hoc network. Links between
nodes are created and broken, as the nodes move within the network. This node mobility affects not only the source
and/or destination, as in a conventional wireless network, but also intermediate nodes, due to the network�s multihop
nature. The resulting routes can be extremely volatile, making successful ad hoc routing dependent on efficiently react-
ing to these topology changes.

In order to better understand this environment, a number of characteristics have been studied concerning the links
and routes that make up an ad hoc network. Several network parameters are examined, including number of nodes,
network dimensions, and radio transmission range, as well as mobility parameters for maximum speed and wait times.
In addition to suggesting guidelines for the evaluation of ad hoc networks, the results reveal several properties that
should be considered in the design and optimization of MANET protocols.
� 2004 Elsevier B.V. All rights reserved.
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1. Introduction

The mobile devices in a mobile ad hoc network
(MANET) play a very different role than in a con-
ventional wireless LAN (WLAN). In a conven-
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tional WLAN, communications are centered on
the base station or access point; the infrastructure
up to the base station is mostly fixed, so the topol-
ogy is stable. In a MANET, mobile nodes act not
only as end systems, but also as routing devices.
The topology of the network is dependent on the
relative locations and connections of nodes within
the network.

This results in a topology that is potentially ex-
tremely dynamic. This effects all aspects of an
ed.
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ad hoc network, including the medium access con-
trol (MAC) layer and routing protocols. In order to
achieve acceptable performance, the MANET as a
whole must find effective ways of managing the side
caused by the changing topology. In order to
achieve this, those effects must first be understood.

To date, most research has focused on practical
aspects––development of mechanisms and proto-
cols for use in ad hoc networking, particularly
for routing. This has reached limited success.
Although the concept of a MANET has been
shown to be workable, in practice the performance
has been inadequate to gain widespread accep-
tance or commercial feasibility. In fact, even the
understanding of the resulting protocols is ques-
tionable, due to the difficulty of comparing evalu-
ation results.

A better knowledge of the effects of various
MANET parameters and characteristics will
greatly aid in the development of new ideas. A bet-
ter understanding will:

• Allow a wiser selection of scenarios for testing
and evaluation.

• Reduce or eliminate design decisions based on
faulty assumptions.

• Promote optimization of parameters for real
network conditions.

• Reveal characteristics to be used in developing
future protocols.

With these potential benefits in mind, a number
of experiments have been performed in order to
investigate the effects of several parameters,
including the number of nodes, their behaviour,
and the environment in which they exist. Several
aspects have been explored, including the overall
connection characteristics in the network, the
severity of the topology instability, as well as the
resulting effects on routing in a MANET.
Fig. 1. Disconnection of a node near the MANET edge. The
node has moved out of range, and can no longer reach the rest
of the network.
2. Background

2.1. Mobile ad hoc networks

A mobile ad hoc network consists of a collec-
tion of wireless-enabled devices. Links are formed
between node-pairs that are within direct commu-
nication range, and the nodes and links combine to
create the network topology. During the lifetime
of the network, nodes may move around within
the network, altering the topology by creating or
breaking links between nodes.

Nodes may also enter or leave the network.
This may be due to mobility, if a node moves
out of range of all other nodes in the network. This
occurs most frequently near the geographical edge
of the network cluster of nodes as in Fig. 1. Alter-
natively, a node may enter or leave the network.
Switching a device off voluntarily removes the
node from the network (and the routing process),
however a similar effect could be caused by a node
failure, such as a node�s loss of power.

As direct transmission range is limited by radio
propagation effects, particularly attenuation, a
MANET cannot form links with all other nodes
in the network. Instead, all a small set of nodes
are reachable, the neighbour set. Traffic from a
source, destined for a node not in its neighbour
set, must be forwarded in a multihop manner.
The source sends the packet to one of its neigh-
bours, who in turn forwards it to another neigh-
bour, until the packet reaches the destination
node, as seen in Fig. 2. In order for this to occur,
the path from source to destination must be
determined.

2.2. Types of MANET routing

In the most basic form, nodes could operate as
repeaters; this was the basis for initial efforts in
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Fig. 2. Multihop traffic delivery of a MANET. Packets are
transmitted from node to node until they reach their
destination.

764 B. Ishibashi, R. Boutaba / Ad Hoc Networks 3 (2005) 762–776
packet radio systems, the forerunner of ad hoc net-
working. However, this is not an efficient solution
for all MANET traffic. Instead, a sequence of for-
warding nodes must be determined. The packet is
then relayed directly from one intermediate node
to the next.

Three classifications of MANET routing proto-
cols have emerged. All three types have the same
ultimate goal: to have a correct route available
when a source wishes to send to a destination,
however each achieve this in a different manner.
Due to the differences in their approaches, each
has its own strengths and weaknesses, and varia-
tions in network characteristics affect them in dif-
ferent manners. Therefore, it is a good idea to be
aware of the current approaches in discussing
MANET characteristics.
2.2.1. Proactive routing

Proactive routing algorithms, also described as
table-driven algorithms, closely resemble many
traditional wired routing algorithms. Each node
maintains a routing table, containing routing
information on reaching every other node in the
network. The routing information is always avail-
able. If a node wishes to send, it looks up the rout-
ing information and sends the packet.

In order to have this routing information avail-
able and up to date, routing information must be
exchanged. In a wired network, where topology
changes are relatively infrequent, these updates
are exchanged whenever a change is detected.
Unfortunately, topology changes in a MANET
occur far more often. Therefore, a variety of strat-
egies were used to delay or minimize the sending of
updates, in order to reduce the overhead incurred
by the updates.

Several of the earliest ad hoc routing protocols
used the proactive approach. Destination-
sequenced distance-vector routing (DSDV) [1]
adapted the classical Bellman–Ford algorithm [2]
with methods for reducing the update frequency.
Clusterhead gateway switch routing (CGSR) [3]
added clustering in order to reduce overhead and
improve scalability. More recently, optimized link
state routing (OLSR) [4] was introduced, exchang-
ing link state information rather than routes.

2.2.2. Source-initiated on-demand routing

On-demand routing takes a very different ap-
proach. Rather than building routes in advance,
these protocols take a reactive approach. When a
source wishes to send to a particular destination,
it initiates the route discovery process, in order
to find the destination. Upon reaching the destina-
tion, the destination replies to the source, creating
the route.

Unlike in a proactive protocol, routes are not
immediately available for a node to use. A delay
is incurred whenever a route has to be found, both
at the initial discovery, as well as any time the
route fails and has to be rediscovered. In addition,
this discovery usually requires some type of broad-
cast in order to find the destination. However, only
those routes that are needed are created, reducing
the total amount of protocol overhead.

Ad hoc on-demand distance vector (AODV) [5]
and dynamic source routing (DSR) [6] are the two
primary examples of on-demand protocols. In
AODV, next hop information is stored at each
intermediate node along the path, set up as the re-
ply packet is passed backwards along the selected
path. DSR returns the entire path to the source,
and complete path information is included by the
source in all subsequent data packets.

2.2.3. Hybrid protocols

A hybrid class of protocols has also emerged,
combining the features of proactive and on-
demand types. These protocols attempt to mini-
mize the weaknesses of the respective classes. Zone
routing protocol (ZRP) [7] uses a two part ap-
proach: a node uses a proactive approach to keep
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Fig. 3. The ‘‘edge effect’’. Each hop covers a near maximum
transmission length in a straight line towards the destination. A
small movement by any node may break the path. Here, the
movement of A at t = 1 severs the link between A and B.
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Fig. 4. A longer, more stable path. By choosing a longer path,
with each hop well below the maximum transmission length,
nodes have a greater freedom of movement without breaking
the path. Nodes A and B can now move (to a limited degree)
without breaking the path.
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routes for its local zone (nodes within a certain
number of hops), while more distant destinations
are found using a reactive discovery process.
Therefore, a hybrid protocol�s characteristics
would also be a combination of the properties of
proactive and on-demand protocols.

2.2.4. Shortest paths

Routing must not only find a route, but in many
cases, it must choose between a number of differ-
ent routes. With the exception of a few power-
based [8–10] or link/signal stability [11,12] routing
algorithms, most MANET routing protocols focus
on minimizing the hop count of the chosen route.
There are a number of reasons why this is impor-
tant in a multihop wireless network.

The number of hops corresponds with the num-
ber of times a packet must be successfully trans-
mitted and received in order to reach its
destination. In a wireless network, each additional
transmission has a number of consequences. First,
wireless communication uses a shared medium, so
each transmission makes the medium busy for the
length of the transmission. A longer path con-
sumes additional bandwidth, preventing other
nodes from transmitting. Second, additional hops
add to the delay experienced by a packet, due to
the additional buffering, contention, and transmis-
sion time required.

There is sometimes an argument for choosing a
longer path. The shortest hop path may tend to be
susceptible to an ‘‘edge effect’’ [13]. When each
node along the path is near the maximum trans-
mission range of the preceding node, any node
mobility is likely to break a link (Fig. 3). Choosing
a path with more hops (but still in a straight line
towards the destination) may improve the lifetime
of the path (Fig. 4). However, simply choosing a
longer path is not sufficient, as a non-straight line
path may still experience edge transmission effects.

In terms of overall network throughput, the
shorter path should be better. However, choosing
a path with more stable links may reduce the de-
mands on the routing protocol, resulting in im-
proved real performance. In addition, other
factors, such as energy or congestion levels of
nodes along the path, may also affect the choice
of the best path.
2.2.5. Multiple paths

One consequence of every node in the network
participating in the routing process is the presence
of a large number of similar paths. In a network
with a sufficient density of nodes (each node con-
necting with a number of others), any particular
source–destination pair may have a number of
paths. This may include some of paths of length
equal to the shortest path, as well as a number
of longer paths (Fig. 5).

In many routing protocols, the particular path
to use is selected based on the order of arrival of
routing packets. However, a number of ideas have
been proposed to make better use of these multiple
paths. Using multiple routes can improve the
probability of maintaining a working route, or bet-
ter spread the traffic load over a larger number of
nodes [14]. The availability and use of multiple
paths could help a network better adjust to the loss
or movement of a particular node.
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Fig. 5. Multiple paths (A, B, and C) between a source and
destination.
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2.3. Delivering packets

While routing takes care of finding and main-
taining the required routes, delivery of packets still
requires the packets to be transmitted by the
source and retransmitted at each intermediate
node along the path. Compared to a conventional
wireless network, where a single transmission is
normally used to deliver a packet from the mobile
to the base station, an ad hoc packet may utilize
the wireless medium multiple times before the
packet reaches the destination. Each transmission
consumes valuable bandwidth and power, two re-
sources that are already scarce in a wireless
network.

Nodes must contend for the medium with other
nodes within transmission range, that is their
neighbours. Therefore, they must share the avail-
able bandwidth with those neighbours. If a node
has a large number of neighbours who also require
the medium, the node will have less opportunity to
send packets, and it will be forced to wait longer in
order to send its packets. Heavy contention for the
medium tends to stress the MAC protocol, leading
to many collisions and inefficient performance.
3. Network scenarios

The network scenarios to be examined were
chosen to mimic the common scenarios chosen to
test MANET routing protocols. Three different
variables were provided to examine static network
scenarios, with two additional variables added for
mobile network scenarios.
3.1. Static conditions

In each case, the network existed within a
square area with sides of length S. The nodes of
the network moved inside this area, remaining
within and active at all times. N nodes were placed
randomly at points within this area, using a uni-
form distribution. All nodes were considered to
be co-planar, and existing in free space. An exam-
ple configuration is depicted in Fig. 6 with
S = 1000 and N = 50.

A radio transmission range R was chosen. For
the purpose of these experiments, this was a nom-
inal range, with no variation. A link could be
established successfully between any two nodes
that were located within a distance of R from each
other. Beyond this distance, no direct link could
exist. No link layer effects, such as HELLO packet
losses were considered, although this has been
shown to have a real effect on the establishment
of links in a MANET [15]. The links can be repre-
sented by edges connecting adjacent nodes, creat-
ing a graph topology.

3.2. Mobility conditions

In order to test the effects of mobility, a random
waypoint model was used. An initial configuration
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was chosen as in the static case. In order to simu-
late mobility, a new destination was chosen for
each node, along with a speed to move at. The des-
tination was again chosen randomly using a uni-
form distribution. The speed was chosen in the
interval [0,V], again with uniform distribution.

Each time a node reached its destination, it en-
tered a wait state. The wait period was randomly
selected in the interval [0,W]. During this time,
the node remained motionless at its current loca-
tion. At the end of this period, a new destination
and speed were selected, beginning a new mobility
cycle.

Values for the five variables (S, N, R, V, and W)
were chosen to be realistic and consistent with
those used in previous protocol evaluations. For
the lengths S and R, the values were chosen to
be in typical units of metres (m). The wait times
were chosen in units of seconds (s). Therefore,
the speeds were in metres/second (m/s).
4. Results and analysis

In the following experiments, two aspects of
MANETs were investigated. First, the overall con-
nectivity of the network was explored. This in-
cluded the properties of the nodes, their links
and the links� lifetimes. Second, these links were
put together to form routes within the network.
Path lengths, lifetimes, the existence of multiple
paths, and the importance of individual nodes
were each addressed.
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Fig. 7. Network connectivity. The probability of all nodes
being reachable increases as the density of nodes increases.
4.1. Network connectivity

One of the most fundamental requirements for
a successful MANET is to have sufficient nodes
in order to maintain connectivity across all nodes
that want to be part of the network. There must
be enough links in the network so that a node
can reach any node that it desires. This is depen-
dent on the actual positioning of the nodes, how-
ever the density of the nodes within the entire
network determines the probability of the network
becoming partitioned (so that one or more nodes
become unreachable).
In the evaluation of a MANET, it is very
important to consider whether or not all nodes
are reachable. Disconnections, especially at the
geographical edges of the network do exist in real-
ity, and network protocols must be able to handle
them. However, including these disconnections
can seriously harm performance results if a node
attempts to send to an unreachable node. If the
network is severely partitioned, there may be little
or no hope for creating a successful. Network
parameters should be chosen to give the desired
characteristics.

Although partitioning occurs due to the posi-
tions of the nodes, the probability of a partition
occurring is dependent on the density of nodes
within the network. Obviously, the higher the con-
centration of nodes within the network, the lower
the likelihood that one or more of the nodes be-
come isolated from the rest of the network. Fig.
7 shows the probabilities of the network becoming
partitioned for different numbers of nodes within
three different network areas. The transmission
range used in the network will also affect
partitioning.

Interestingly, the common configuration of 50
nodes in a 1000 m · 1000 m square area, with a
transmission range of 250 m, gives a relatively high
probability for partitioning. In this scenario, the
partitioning is almost always one or two nodes
being separated from the rest of the network (usu-
ally near the perimeter of the area). In a mobile
scenario, there is a very high probability that
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certain nodes will become unreachable for some
time during the simulation. If mobility is non-
deterministic, then the only way to ensure that
the network remains connected (with reasonable
certainty) is to maintain a sufficiently high density
of nodes.
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Fig. 8. Nodes in border region. In a network with borders,
nodes near the border experience a decrease in the expected
number of neighbours.
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average number of neighbours. Experimentally obtained values
are compared with the values given by Eq. (1).
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average number of neighbours.
4.2. Network density

Network density (or from graph theory, the de-
gree of the nodes), has other effects within the net-
work beyond basic network connectivity. A node
communicates with its neighbours in order to send,
receive, and forward traffic, but it must also com-
pete with them for use of the wireless medium. A
high density can cause contention problems, and
reduce the efficiency of the channel usage. On the
other hand, a high density can reduce the total
number of transmissions required to broadcast
messages throughout the network.

In a uniformly distributed network, a node�s ex-
pected degree can be determined from the network
size, the number of nodes, and the transmission
range. In [16] this is given as

Node degree ¼ ðn� 1Þ area of transmission

area of network
; ð1Þ

where for this case, the area of transmission is the
area of a circle of radius R, and the network area is
the square of side S.

The same work [16] also describes the border ef-
fects of nodes near the boundary of the network.
These nodes will have a lower expected degree,
as their effective area of transmission is smaller,
as part of their range lies outside the network. This
will reduce the overall expected node degree from
the value given by Eq. (1). In many experimental
configurations, this reduction may be quite signi-
ficant, if the border region (determined by the
transmission range) is sizeable compared to the
overall network. Fig. 8 shows this smaller node
degree towards the edges of the network.

Figs. 9–11 show the effects of N, S, and R on the
average number of neighbours. The results are as
expected, slightly lower than predicted by Eq.
(1), due to the network border effects. For exam-
ple, for N = 100, S = 1000, R = 250, the expected
node degree is approximately 19, while a value of



0

5

10

15

20

25

30

35

40

0 100 200 300 400 500

Transmission Range (m)

A
ve

ra
g

e
N

um
b

er
of

N
ei

g
hb

ou
rs

Fig. 11. The effects of increasing the transmission range on the
average number of neighbours.

1000

B. Ishibashi, R. Boutaba / Ad Hoc Networks 3 (2005) 762–776 769
16 was obtained experimentally. As a result, node
degree can reach sizeable levels very quickly, either
by increasing the number of nodes per unit area, or
especially by increasing the transmission range.

Fig. 12 shows cumulative distributions func-
tions of number of neighbours for networks of
50, 100, and 200 nodes. Note that in some of these
cases, certain nodes have links with over one quar-
ter of the nodes in the network. In the configura-
tion with 50 nodes, some nodes have reached as
high as 17 neighbours (more than a third).

The possibility of very high numbers of neigh-
bours stresses the need for an efficient method
for sharing the available bandwidth. As any node
must share the bandwidth with all of its neigh-
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Fig. 12. The distribution of node degrees for networks with 50,
100, and 200 nodes.
bours, dividing the bandwidth that many ways
greatly restricts the volume of traffic that can be
sent by any particular node. If the MAC protocol
is inefficient, particularly at high congestion levels,
these conditions may be sufficient to reduce the
overall effectiveness considerably.

The high level of connectivity also should be
considered at the routing level. In on-demand pro-
tocols such as AODV and DSR, route discovery
requires the flooding of the network in order to lo-
cate the destination. If flooding is accomplished by
each node retransmitting a received discovery
packet, a large degree of duplication occurs, with
many nodes transmitting unnecessarily. This fur-
ther emphasizes the need for systems such as
OLSR�s use of multipoint relays (MPRs) in order
to minimize this duplication.

4.3. The random waypoint mobility model

To this point, the nodes in the network were
distributed uniformly. However, this is not always
a valid assumption. While the random waypoint
model is often initialized with a uniform distribu-
tion of node locations, the distribution does not re-
main uniform. The resulting distribution can be
seen in Fig. 13. This variation is due to the effect
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Fig. 13. The resulting probability distribution for the random
waypoint mobility model. RWM results in a probability distri-
bution heavily favouring the centre regions of the network.
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of the borders on the movement of the nodes. As
the destinations are selected using a uniform distri-
bution, the nodes spend more time crossing
through the centre of the network area.

The resulting distribution has a higher density
near the centre of the network than a comparable
uniform distribution. The edges have a lower den-
sity. The network has a higher overall density, due
to the increased density at the centre. More nodes
are affected by the increase in the central regions
than by the corresponding reduction near the
perimeter.

Several side effects should be considered. First,
the border density is decreased; therefore, the
probability of an edge node being disconnected
from the network is increased. Second, the in-
creased density at the centre of the network can
greatly increase the node degree of all nodes in this
region. This combination has the potential to
make the scenario much more difficult than a sim-
ilar uniform distribution would be. However, with
a low overall node density, it may increase the like-
lihood of some nodes coming together to form at
least a partial network.

This type of density distribution variation is a
consequence of the mobility pattern. However
reality is also unlikely to provide a truly uniform
distribution. Ideally, the network should adapt to
these variations. This could be used as an argu-
ment for variable-power transmissions, allowing
the node to adapt its sending power in order to
control the topology, minimize interference and
maximize network throughput [9], and save energy
[17].

Other mobility models are also sometimes used
for MANET research. One particular example is
the use of a ‘‘wrap-around’’ world, or toroidal
environment, where each edge of a square environ-
ment is wrapped to meet with the opposite edge.
Mobility in such a world is generated as a random
direction, speed, and time, with the mobile ‘‘jump-
ing’’ from one edge to the other. In such a world,
the resulting distribution of nodes should remain
uniform.

The distribution of nodes, whether uniform or
not, must be considered when performing evalua-
tions. One is not necessarily superior to the other,
but one should be aware of the characteristics
and consequences of their selection. While a uni-
form distribution may be easier to analyze or
predict, in many situations a non-uniform distri-
bution will be more realistic. In addition, the
choice of a mobility model and network environ-
ment may have other consequences. For example,
the wrap-around world will not exhibit any edge
effects, which may be useful for simulating the
center of a network, however ultimately it is
unrealistic.
4.4. Maximum speeds

As the next section will show, the speeds chosen
in the mobility model are critical to the character-
istics of the network�s links. Therefore, the choice
of speeds (or maximum speed for the random way-
point model) should be made with care. To date,
previous works have chosen maximum speeds
ranging from 0 (static) to 30 m/s. Typically, these
values have been chosen in order to test the rout-
ing protocol. Static networks are used to prove
the correct operation of the protocol, while high
maximum speeds result in frequent routing
changes and stress the abilities of the protocol to
rapidly react.

In fact, neither of these scenarios may be partic-
ularly realistic. The static case largely defeats the
purpose of an ad hoc network. On the other hand,
a 30 m/s maximum speed is equivalent to 108 km/
h. Such a network, exhibiting random waypoint
mobility motion at such a wide spread of speeds,
is difficult to envision. It is certainly not a typical
scenario. Instead, it should be considered an
exceptionally difficult scenario, and is likely most
useful only as a stress test in evaluating protocols
under unmanageable conditions.
4.5. Link lifetimes

Once the nodes are mobile, links are created
and broken as nodes move in and out of range
of one another. Throughout the life of the net-
work, links are formed and paths are built over
these links. The stability of the links is of vital
interest when constructing a path, or designing a
routing protocol.
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Several different times can be used in describing
the life of a link, as illustrated in Fig. 14. First is
the optimum lifetime of the link. This is the total
time from when the nodes first move into range
and a link could be created, until the link is broken
by the nodes moving out of range. This value rep-
resents the maximum stable, usable period for the
link. However, it is not actually the time that the
link is available for use.

Therefore, a second time is also important.
The usable lifetime of the link begins at the time
when a node is first detected by another node,
and lasts until the link is broken. The node
may send to the known neighbour for the dura-
tion of this time, and assuming no interference
(collisions), the packets should be properly re-
ceived. Note, that the time of initial detection will
certainly be different in opposite directions along
the link. When a neighbour is detected, a node
may then send to that neighbour, however, until
it does the neighbour may not realize the
reverse-relationship.

The link lifetime perceived by a node may in
fact be different from the usable lifetime. Although
the initial time, when the link is first detected, is
known, the time of link breakage may not be. In-
stead, links are generally considered broken when
the neighbour is not detected for a certain time
period, or if it does not respond to attempts at di-
rect communication (some number of RTS pack-
ets). At this time, the link is removed by the
node, and it will no longer be used. However, this
perceived link lifetime will in fact extend beyond
the end of the existence of a usable link. Any pack-
ets transmitted during that time will not be suc-
cessful, and are wasted effort.
One final time is also important. For communi-
cation that requires packet forwarding, the link
must be included in a path before it is useful.
For proactive routing protocols, this should be
the first update period after the link is detected.
However, for proactive protocols, a new route dis-
covery must include the link in its path before the
link is used. This discovery process may occur at
any time during the link�s lifetime, therefore the
expected time to failure for the link, from the arbi-
trary time of route discovery, is half of the per-
ceived link lifetime.

Although the density of nodes in the network
affects the quantity of links formed, the lifetime
is only dependent on the mobility model and trans-
mission range used. In the random waypoint mod-
el, speeds and wait periods affect the link lifetimes.
In Fig. 15 the average total (optimum) lifetime is
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shown as it varies against the maximum speed (S)
for the nodes in that set of trials.

Increased node speed has a pronounced affect
on the link lifetime. Although at low speeds (max-
imum speed of 5 m/s or 18 km/h) links last about
165 s on average (at 250 m transmission range,) at
higher speeds links fail much sooner. When the
maximum speed is set to 30 m/s (108 km/h), the
lifetime falls to only 40 s. This means that a link
in a newly formed route has an expected time to
failure of only 20 s.

The link lifetimes for networks with shorter
transmission ranges are even shorter. As nodes
have smaller coverage areas, nodes do not have
to move as far to move out of range. With total
lifetimes ranging from 64 down to 15 s, these links
tend to be very unstable if there is any mobility.

These are only average link lifetimes. In fact,
the times are distributed as seen in Fig. 16. The dis-
tributions have long but light tails, as a few links
last a very long time. However, the distributions
have a significant weight stretching down to
near-zero link lifetimes. This means that a large
number of the links fail in a very short period of
time.

Unfortunately, this is bad news for developing
working MANETs. With a certain level of mobil-
ity, the majority of links become unusable. In fact,
the length of time required to detect the fact that
links have been formed or broken may exceed
the lifetime of the link. Neighbours are detected
when a packet is received from them. To facilitate
this process, nodes will often broadcast HELLO
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Fig. 16. Distributions of optimum link lifetimes.
packets at randomized intervals, in order to ensure
that others will realize they are neighbours. Simi-
larly, if nodes are not detected for a certain length
of time (usually a multiple of the HELLO interval)
then the link is considered to have broken. This
interval must be sufficiently short in order to effec-
tively maintain current link information, however
shorter intervals greatly increase the amount of
overhead added to the network.

4.6. Path lengths

Once links are created, paths can be formed.
The length of the path is the number of links used
along the path, or hop count. Most routing proto-
cols strive to find the shortest paths, as this reduces
the number of transmissions required in order to
deliver packets to the destination, as well as mini-
mizing the number of links that may break, caus-
ing a route failure.

As each wireless transmission has a maximum
range, there is a strong relationship between the
distance from sender to receiver and the minimum
hop count. All routes must obey

Shortest path P
distance

transmission range

� �
: ð2Þ

The inequality depends on the density of nodes.
The more nodes there are in the area, the more
likely it is that there will be a path that is equal
Fig. 17. Distribution of shortest path length vs. distance
between the source and destination. An increase in the density
of nodes in the network results in most paths being near
optimal for number of hops vs. distance.



B. Ishibashi, R. Boutaba / Ad Hoc Networks 3 (2005) 762–776 773
to the shortest possible path. In Fig. 17, the net-
works cover the same area, but there are four times
as many nodes in the second network. While the
first network has a large variation in the shortest
path for any distance, the second network only
rarely has to use anything but a minimum route,
and even then it is never more than one additional
hop.

For a dense network, this information could be
useful. The distance between two nodes is a contin-
uous function; it changes progressively with time.
As the shortest path is closely tied to distance, it
should only change when the distance crosses a
threshold. Therefore, the hop count of the shortest
path will only change in a stepwise manner, incre-
menting or decrementing by one each time.

The distribution of path lengths should also
resemble the distribution of distances between
nodes in the network. If the network is not suffi-
ciently dense, some paths will be longer than the
distance between source and destination would
indicate. This skews the distribution slightly, to-
wards higher hop counts. Increasing the number
of nodes makes the distribution more normal, as
seen in Fig. 18.

4.7. Multiple paths

Another consequence of the high node degree in
a MANET is that alternate paths exist for many
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Fig. 18. Distribution of path lengths in two densities of
networks. The denser network results in a tighter distribution
of path lengths. The less dense network requires some paths to
be much longer than optimal.
source–destination pairs. In many cases, these
alternate paths are equal in length to the shortest
path. Without considering an additional metric,
these routes are interchangeable, however as they
are constructed of a different set of links, the route
may have a different failure time. If another metric
is considered, often little or no penalty has to be
paid in terms of hop count [18].

These multiple paths are not necessarily inde-
pendent of each other. In a less dense MANET
certain nodes are only reachable through certain
other nodes. However, in a dense network, many
nodes may be used interchangeably for routing
purposes. Nodes are often close enough together
that one node can freely substitute for another
within a particular path. With a high node degree,
adjacent nodes likely share many common neigh-
bouring nodes. A node that is geographically clos-
est to another node likely has the most common
neighbours to that node. Therefore, for many
paths (any path where the previous hop and next
hop are part of the common neighbour set), one
node can freely substitute for the other.

Fig. 19 shows the average number of paths
found for each path length. These represent aver-
aged values for networks with 50 nodes in a 1000
m2 area, with a transmission range of 250 m. Obvi-
ously, for paths of hop count one there is only one
possible path, however the average rises as high as
38 for paths of length 7, although there were rela-
tively few actual source–destination pairs requiring
this long of a path.
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(N = 50, S = 1000, R = 250).
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On average, there are fewer different paths for
short paths than long ones. There are simply fewer
nodes in the region that can take part in the rout-
ing process and still keep the hop count low. For
longer routes, there are often a very large number
of paths that could be exploited––in the case of the
previous situation, certain source–destination
pairs requiring a path of length 6 had over 200 dif-
ferent paths. Unfortunately, this is not true for
every source–destination pair, at all times. Earlier,
in Section 2.2.4, an ‘‘edge effect’’ was discussed,
where the shortest path is a direct line of nodes,
each right on the edge of the transmission range
of the previous node. In this case, only a single
path may exist, where no other route can be as
short as that one. However, in this situation there
are likely a large number of routes that are only
one hop longer.

4.8. Path lifetime

With a large number of paths available for use,
a decision must be made on which one should be
used. Due to the overhead incurred when routing
changes, ideally one would like to pick paths that
will last the longest without breaking. Although
other concerns may also figure into the decision,
such as battery or processing resources, maintain-
ing a working path is critical. If the path fails
immediately after being created, then it is useless,
and the effort is wasted.

In most networks it is not known when a path
will fail. With no prior knowledge, any path is
equally likely to be good as any other. However,
a system may be able to benefit if it can efficiently
take advantage of the last remaining path. Fig. 20
shows the distributions of path lifetimes for a high
mobility network. Clearly the paths are extremely
unstable. On average, half of the paths fail within
about 4 s. Even in the best-case scenario, where the
time of the last failing shortest path is used, half of
the paths will fail within approximately 6 s. In the
worst-case, if the worst possible shortest routes are
chosen, half the nodes last less than 2 s.

How is this possible, when links (under high
mobility) had a lifetime of about 40 s? First, the
average time to failure of a link is half that, or
20 s. Next, many of the routes in the network have
multiple links. The route fails whenever any link in
the pathway breaks. Some of the links will fail be-
fore the expected time, and some of them after, but
the first one to break causes the route failure.
5. Conclusions

In this paper, a number of statistics were col-
lected from the topologies and mobility patterns
of mobile ad hoc networks. Connectivity, node de-
grees, and path lengths were presented, along with
link lifetimes and times to route failures. Overall,
the results are cause for concern. Not only do
many links break after a relatively short time per-
iod, but their short-lifespan is also propagated and
exacerbated in the life spans of the routes.

The shortness of the route life spans is a prob-
lem. With route building already an expensive
proposition in MANETs, these rapid routing
changes are a severe challenge to the network.
For today�s protocols, the challenge is insur-
mountable. Current MANETs simply cannot
effectively handle that level of change. Therefore,
at least for know, system evaluations must take
care to select a reasonable mobility setting, in
order to achieve some reasonable level of perfor-
mance.

The exceptionally high node degree that devel-
ops in ad hoc networks has the potential to be
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both the networks biggest asset, and its worst lia-
bility. This high degree creates a major contention
issue for sharing the wireless medium. Scalability
will be a significant problem, as adding nodes to
a fixed size network can quickly cause the numbers
of neighbours to skyrocket.

On the other hand, this node density could
be one of the most distinguishing features of a
MANET. The high node degree creates a multitude
of routing options, unlike any other network. If
this flexibility can be effectively harnessed, the rout-
ing protocol can be streamlined. The importance of
any particular node to the routing process can be
minimized, and resources can be better managed.

The characteristics investigated within this
paper, and the statistics that were revealed, suggest
that current MANET mechanisms, protocols, and
technologies cannot handle many of the challenges
it is possible to throw at them. Protocol develop-
ment should continue, but must bear in mind the
realistic limits that may be imposed by the inherent
nature of the ad hoc environment. In order to con-
quer these limits, a revolution of ideas, rather than
an evolution, may be necessary. For that to be
achieved, the nature of those challenges must be
better understood.
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