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Admission Control in
Data Transfers over Lightpaths

Wojciech Golab and Raouf Boutaba, Senior Member, IEEE

Abstract— The availability of optical network infrastructure
and appropriate user control software has recently made it
possible for scientists to establish end-to-end circuits across
multiple management domains in support of large data transfers.
These high-performance data paths are typically provisioned
over 10 Gigabit optical links, and accessed using Ethernet
encapsulation at Gigabit and 10 Gigabit rates. The resulting
mixture of circuit sizes gives rise to resource conflicts whereby
requests to allocate bandwidth partitions are blocked despite
vast underutilization of the optical link. In an attempt to remedy
this problem, we investigate intelligent admission control policies
that consider the long-term effects of admission decisions. Using
analytic techniques we show that the greedy policy, which accepts
requests to allocate bandwidth partitions whenever sufficient
bandwidth exists, is suboptimal in a pertinent scenario. We then
consider dynamic online computation of the optimal admission
control policy and show that the acceptance ratio of requests
to establish end-to-end circuits can be improved by up to 19%
on a fifteen-node network where the behaviour of each link is
governed by a local optimization effort.

Index Terms— Admission control, stochastic knapsack, user-
controlled networks, optical networks.

I. INTRODUCTION

A. Motivation

C IRCUIT switching has recently emerged as a viable
method of providing high-capacity end-to-end connec-

tions in support of large transfers of scientific data. Circuits
offer scientists an attractive alternative to the Internet as they
intrinsically provide guaranteed bandwidth and minimal delay,
while avoiding the costly electronics associated with high-
speed queueing and scheduling hardware. Optical circuits,
subsequently referred to as lightpaths, are particularly promis-
ing thanks to their superior capacity, low error rate, and low
signal attenuation characteristics, as well as their favourable
cost following a period of massive over-provisioning in the
late 1990’s. In fact, there is a strong trend for research
institutions, schools, and large enterprises to purchase optical
wavelengths or entire strands of optical fibre in order to
connect to each other, or to Internet service providers, using
their own switching equipment [1], [2].

User-owned optical networks not only offer significant cost
savings over conventional carrier-managed services, but also
make it possible for users to flexibly control and manage their
infrastructure according to their particular needs. For example,
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using the recently-developed software for user control of
lightpaths (see www.canarie.ca), users can create light-
paths on demand and across multiple management domains.
In particular, this can be done through a client application
using an interface based on emerging Web services standards,
for example a modified GridFTP client [3]. Thus, bandwidth-
guaranteed connections can be automatically created in sup-
port of individual data transfer sessions.

The hardware deployed in user-controlled optical networks
comprises a variety of optical and electronic devices. The
most popular switching elements are digital cross-connect sys-
tems (DCSs) implementing the Synchronous Optical Network
(SONET) or Synchronous Digital Hierarchy (SDH) speci-
fications, which provide powerful traffic grooming, perfor-
mance monitoring, and protection switching capabilities. Data-
bearing connections are typically created by encapsulating
Ethernet frames, whereby remote local area networks are
bridged using a SONET/SDH circuit. The wide-spread deploy-
ment of Gigabit Ethernet interfaces, along with the emergence
of 10 Gigabit interfaces, makes these technologies a powerful
basis for high-performance wide-area data networking.

Digital switching elements are complemented by all-optical
Wavelength Division Multiplexing (WDM) hardware, which
enables concurrent transmission of multiple optical carriers
(i.e. wavelengths) over a common fibre. Switching devices
based on micro-electro-mechanical systems (MEMS) make
it possible to perform all-optical switching at wavelength
granularity at a much lower cost than the corresponding digital
hardware, but such devices have not yet seen wide deployment.
Thus, we consider that user control over lightpaths is exercised
primarily through creation and tear-down of cross-connections
in digital switching fabrics.

The current state of circuit-switching technologies leads us
to investigate the resource allocation problems associated with
formation of digitally multiplexed lightpaths. Specifically, in
this paper we consider the problem of admission control from
a combinatorial perspective, where we attempt to maximize
link utilization by considering the long-term effects of packing
bandwidth partitions of various sizes within a common parent
lightpath. This aspect of admission control is especially im-
portant in the user-controlled scenario where the bandwidths
involved are large (i.e., comparable to link capacities), since
in that case requests to allocate bandwidth partitions are more
prone to rejection even when the link is vastly underutilized.

B. Organization and Contributions

The remainder of this paper is organized as follows. In
Section II we review relevant prior work. In Section III we
describe concrete scenarios under which the greedy admission
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control policy is suboptimal, and present proofs based on
closed-form expressions for the expected utilization ratio. In
Section IV we present a novel policy optimization scheme
along with simulation-based performance analysis. Our results
are novel with respect to prior work in that we use online
computation of the optimal policy based on measurements of
the offered traffic, and that we consider an entire network in
addition to the much simpler case of a single link. Further-
more, our semi-Markov decision process (SMDP) model uses
a novel reward function that addresses a limitation of the one
considered in [4]. Thus, our contribution is to combine varia-
tions of prior theoretical results into a concrete system where
performance management is partially automated in a novel
way, and to compare the performance of this system against
the less sophisticated approach used in existing systems.

II. BACKGROUND AND RELATED WORK

The topic of admission control has been studied in a
variety of QoS scenarios. The problem is simplified in circuit-
switched networks, where one does not need to contend with
the complexities of user mobility or variable bit rate connec-
tions. Instead, the success of an incoming call or connection
is assured at admission time through hard reservation of
bandwidth on an end-to-end basis. The problem of finding
the optimal admission policy can then be formulated as a
stochastic knapsack problem, where a link with capacity F is
used to service K classes of calls with bandwidths b1, . . . , bK ,
arriving according to independent Poisson processes with rates
λ1, . . . , λK , and departing according to independent general
distributions with means 1/µ1, . . . , 1/µK (i.e. with departure
rates µ1, . . . , µK). In our context, a call corresponds to a
request to create a partition of a certain size in a parent
lightpath in support of an end-to-end lightpath.

Using the above formulation, several useful results are
presented in [5], [6], [4], [7]. First, for the special class of
coordinate-convex policies, the equilibrium behaviour can be
analytically derived and follows a simple form. Let a state of
the system be defined by a vector n = (n1, . . . , nK) where ni

is the number of calls of type i in progress. Then, a coordinate-
convex policy is a set of states Ω such that two conditions are
satisfied. First, for all k, a class k call is accepted in state n
if and only if n + ek ∈ Ω, where ek is a unit vector with
a one in the k’th position. Second, if n ∈ Ω and nk > 0,
then n− ek ∈ Ω as well. Given such a policy, the equilibrium
probability of being in state n is

PΩ(n) =
∏K

k=1 qk(nk)
G(Ω)

where

qk(nk) =
1

nk!

(
λk

µk

)nk

and

G(Ω) =
∑
n∈Ω

K∏
k=1

qk(nk). (1)

Note that the formula holds for general holding time distribu-
tions [4], [5].

Two special members of the family of coordinate-convex
policies are the complete sharing (CS) and complete par-
titioning (CP) policies [5]. In complete sharing, calls are
accepted whenever there is sufficient spare bandwidth. We
shall subsequently also refer to this as the greedy policy. In
complete partitioning, each class of calls is allotted a fixed
amount of bandwidth and no sharing of bandwidth occurs
between classes. Complete partitioning is optimal in the limit
as arrival rates approach infinity. Complete sharing, on the
other hand, is sensible when arrival rates approach zero.
The optimal complete partitioning policy can be obtained in
O(F 2K) time using dynamic programming, where F is the
link capacity.

In the general case, the optimal admission policy is difficult
to compute, and need not be coordinate-convex. For the special
case of K = 2, the optimal coordinate-convex policy is of
threshold type, where calls of one class are only admitted if the
number of calls in progress of the same class is sufficiently low
[5]. When call holding times follow exponential distributions,
a semi-Markov decision process (SMDP) formulation can be
applied and the optimal policy obtained using linear program-
ming or policy-value iteration [4], [7]. A state in the SMDP
formulation of [7] corresponds to the arrival or departure of
a call. Given K call types, a state corresponding to a call
arrival event is defined by a vector (n1, . . . , nK , bk) where ni

represents the number of calls of type i in progress, and bk

is the size of the incoming call of type k. The corresponding
action space has two elements, representing call acceptance
and rejection decisions. A general reward rk is considered
upon acceptance of a call of type k. The approach of [4] is
similar, but incorporates the size of an arriving call into the
action space instead of the state space. Thus, the state vector
is of the form (n1, . . . , nK), and the action space is a subset
of {b1, . . . , bK} × {true, false}. Another difference compared
to the formulation of [7] is that arrivals of rejected calls are
not considered as events. Consequently, a state never makes a
transition back to itself.

III. THE GREEDY POLICY IS NOT ALWAYS OPTIMAL

In this section, we describe a scenario under which the
greedy admission control policy is suboptimal with respect to
resource utilization. Consider an initially idle parent lightpath
that is subjected to a sequence of partition allocation requests.
Without loss of generality, let the bandwidth of the parent
lightpath be N > 1 units. Moreover, consider the special
case where partitions are requested in sizes of either one unit,
or N units. Following the nomenclature of SONET, we shall
discuss the parent lightpath as being composed of N channels.
For example, if N = 8 then this corresponds to an STS-
192 SONET circuit that can be partitioned into eight STS-
24 children, each capable of carrying Gigabit Ethernet traffic.
Finally, suppose that requests for creation of partitions of size
N and 1 arrive according to independent Poisson processes
with rates λN > 0 and λ1 > 0. Similarly, request holding
times for the two partition sizes follow independent general
distributions with means 1/µN and 1/µ1, where µN , µ1 > 0.

First, let us consider the N -only policy, which accepts all
feasible requests for size N partitions and rejects all others.
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This is a coordinate-convex policy, and applying equation 1
the utilization ratio is

λN

µN

1 + λN

µN

. (2)

Similarly, the utilization ratio of the greedy policy is

λN

µN
+

∑N
k=1

k
N

(
1
k!

) (
λ1
µ1

)k

1 + λN

µN
+

∑N
k=1

1
k!

(
λ1
µ1

)k
. (3)

Taking α = λN

µN
, β =

∑N
k=1

k
N

(
1
k!

) (
λ1
µ1

)k

, and γ =∑N
k=1

1
k!

(
λ1
µ1

)k

, the above ratios can be rewritten as α
1+α

and α+β
1+α+γ . Subtracting the two expressions we get

α + β

1 + α + γ
− α

1 + α
=

α + β + α2 + αβ − α − α2 − αγ

(1 + α + γ)(1 + α)

=
β + α(β − γ)

(1 + α + γ)(1 + α)
, (4)

where β < γ. Since the denominator is positive, for any
combination of β and γ the entire expression is negative when
α is sufficiently large. Thus, the N -only policy outperforms
the greedy policy provided that requests for partitions of size
N arrive at a sufficiently high rate relative to the corresponding
departure rate.

Another result that follows from the above analysis is that
the optimal coordinate-convex policy is greedy with respect
to requests for partitions of size N . To prove this, it suffices
to show that

α + β′

1 + α + γ′ −
β′

1 + γ′ > 0 (5)

where α is as defined above and 0 < β′ < γ′. Here β′

1+γ′ rep-
resents the expected utilization ratio of any policy that rejects
all requests for size N partitions (i.e., is coordinate-convex
but is not greedy with respect to such requests). Similarly,

α+β′

1+α+γ′ represents the expected utilization ratio of the same
policy modified to accept requests of size N whenever they
are feasible. Simplifying the left side of equation 5 we arrive
at

α(1 + (γ′ − β′))
(1 + α + γ′)(1 + γ′)

(6)

which is positive since β′ < γ′ and since all other terms are
positive.

The above results can be extended to the general case of
K > 1 partition sizes provided that the bandwidth of the
parent lightpath is one of the valid partition sizes. Let n̂ be
the state corresponding to one such partition being occupied,
and let Ω be the greedy policy. Then, applying equation 1
(recall the definition of qk(nk)) the expected utilization is

α + β

1 + α + γ
(7)

Fig. 1. Physical network topology used in our simulation environment.

where

α =
λN

µN
(8)

β =
∑

n∈Ω,n �=n̂

(
1
N

K∑
k=1

nkbk

) (
K∏

k=1

qk(nk)

)
(9)

γ =
∑

n∈Ω,n �=n̂

(
K∏

k=1

qk(nk)

)
. (10)

Once again we have β < γ, and it follows that the N -only
policy outperforms the greedy policy when α is sufficiently
high. Similarly, removing α makes the utilization ratio lower,
which implies that the optimal coordinate-convex policy in the
general case is greedy with respect to size N partitions.

IV. DYNAMIC POLICY OPTIMIZATION

In this section we build on the results of the last section
by considering online computation of the optimal partitioning
request admission policy in order to improve utilization. We
consider two techniques of policy computation, applied at the
level of individual link bundles (i.e. sets of lightpaths between
physically adjacent nodes), and compare their performance
through simulation. Our results are novel with respect to
prior work in that we use online computation of the optimal
policy based on measurements of the offered traffic, and
that in our simulation environment we consider an entire
network in addition to the much simpler case of a single
link. Furthermore, our SMDP model uses an enhanced reward
function that addresses a limitation of the one considered in
[4].

A. Simulation Environment

1) Network Model: We consider a network based on the
CA*net4 physical topology, presented in Figure 1. In our
simulations, each edge in the physical topology corresponds
to a pair of bidirectional OC-192 links. Although CA*net4
currently uses single OC-192 links, we believe that the pres-
ence of multiple parallel links is becoming an immediate
concern due to the growing popularity of WDM technology.
We consider that lightpaths are automatically partitioned in
order to service end-to-end lightpath establishment requests,
following the design of the University of Waterloo UCLP
software [8]. In our simulation environment we assume that
contiguous concatenation is used and that STS-24 and STS-
192 are the circuit sizes used to carry Gigabit and 10 Gigabit
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Ethernet traffic, respectively. Hardware constraints on starting
positions of these circuit types are modeled after the Cisco
ONS 15454 and Nortel OME 6500 platforms, which in our
simulation environment behave identically.

In the establishment of end-to-end lightpaths, shortest path
routing is used over a logical topology where each lightpath or
partition thereof is considered a logical link and is represented
by a graph edge. Note that each physical link may translate
into multiple logical links of varying sizes depending on how it
was partitioned. Path length is defined in terms of the number
of physical hops, and the path computation is applied on the
subset of logical links having sufficient free bandwidth to
support the amount requested by the user. Ties among shortest
paths are broken by using a sophisticated weight function
as proposed in [9]. Specifically, each lightpath l is weighted
according to

W (l) = 1 +
B(l) − bandwidth requirement

|V |maxk∈E B(k)
,

where B(l) is the bandwidth of l, V is the set of cross-connect
devices (vertices), and E is the set of lightpaths (edges).

2) Traffic Generation: We consider that the network is
subjected to end-to-end lightpath establishment requests in
response to data transfer operations made using the appro-
priate software. Due to the heavy-weight nature of lightpath
establishment, we suppose that the set of files to be transferred
in a single session is prepared in advance and that a single
lightpath is accordingly allocated per session. We consider that
sessions are human-initiated and arrive according to a Poisson
process with rate λ (in units of requests/hour), which has been
found to be an accurate model in [10], [11], [12]. Similarly, we
model session size using a log-normal distribution, following
the findings of [11] based on analysis of FTP traffic. In our
experiments, we use a fixed mean session size of 10 TB
with a standard deviation of 10 TB. Due to lack of concrete
operational data, these parameters were selected based on
anecdotal reports of large data transfer activities [13], [14],
[15]. We also note that the offered load is determined by the
combination of arrival rate and session size, so having fixed
the distribution of the latter we can generate a variety of load
conditions by varying the former.

Once the arrival time and session size Z of a lightpath es-
tablishment request are determined, we compute the remaining
parameters as follows. First, a node pair is selected based
on a relative traffic demand matrix, which is generated by
filling 0.6 of the entries with uniformly random values on
the interval [0.2, 1.2], and setting the remaining entries to
zero, as in [16]. Next, the capacity of the equipment used
to access the lightpath is determined by assuming that a
proportion p of users are equipped with Gigabit hardware and
the remaining 1 − p use 10 Gigabit hardware. For simplicity,
we do this independently of Z, although in reality users with
10 Gigabit equipment may be more likely to initiate larger
data transfers. The choice of Gigabit and 10 Gigabit capacities
is motivated by the popularity of the corresponding Ethernet
technologies, which are commonly used in conjunction with
SONET encapsulation.

The requested bandwidth B in an end-to-end lightpath
establishment request is taken to be the minimum of the

randomly-determined capacities supported by the two end
users. Then, the corresponding session holding time is taken to
be Z/B. For simplicity, we consider here that the throughput
during the data transfer is B, which corresponds to circuit
sizes of STS-24 in the Gigabit case and STS-192 in the 10
Gigabit case. In reality, however, one must consider protocol
overhead in all relevant network layers, the impact of con-
gestion control [17], and disk performance [15]. For example,
throughput can be limited to less than 90% of the raw bit
rate of a circuit when using TCP/IP traffic with Ethernet over
SONET technology [3]. The rationale behind our simplifying
assumption is that throughput is a large and approximately
constant fraction of bandwidth, hence relative performance
numbers (i.e., optimized v.s. unoptimized network) remain
valid.

The initial state of the simulation is an idle network. The
simulation period is 300 days. We measure the end-to-end
lightpath establishment request acceptance ratio, subsequently
referred to simply as the request acceptance ratio, by av-
eraging over ten simulation runs, each run corresponding
to a randomly generated traffic demand matrix. Averaging
over ten repetitions yields a standard error of the mean of
approximately 1%. We vary the request arrival rate λ and the
proportion p of users having Gigabit circuit access hardware
in order to evaluate the relative performance of the admission
control policies under consideration over a range of operating
conditions.

B. Policy Optimization Scheme

In the interest of automation and flexibility, we base our
optimization of the partitioning request admission policy on
online measurements of offered traffic rather than relying on
an externally-specified traffic demand matrix. To this end, we
divide each 300-day simulation run into a series of ten thirty-
day training periods, between which we recompute the policy
for each link bundle (equivalently each physically adjacent
node pair) based on traffic measurements from the last training
period. In addition to the fifteen-node network topology from
Figure 1, we shall also consider a two-node network connected
by a single bundle of two OC-192 links.

Measuring offered traffic online is challenging in our sim-
ulation environment due to the use of online route computa-
tion, whereby the shortest path is chosen subject to resource
availability. Since lightpaths that do not have sufficient spare
capacity are filtered out when an end-to-end lightpath estab-
lishment request is serviced, only feasible partition allocation
requests are offered to the selected subset of lightpaths. Thus,
the set of partitioning requests seen by a link bundle is not
a direct basis for measuring the amount of offered traffic as
it does not count rejected requests. At the same time, it does
not make sense to count requests at the filtering stage since
all lightpaths are checked for resource availability but only
some lie on a shortest path, and no traffic is actually offered
to the others. Instead, we estimate the effective rate at which
requests for partitions of a particular size arrive at a particular
link bundle by tracking the number M of feasible requests
seen over a training period, and the total time T spent in states
where such requests were feasible. Then, M/T estimates the
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number of partitioning requests that would have been seen
had the link bundle been sufficiently underutilized during the
entire training period, and is taken to be the effective arrival
rate of requests.

Note that by nature of equation 1, if requests for a certain
partition size are not seen at all during a training period,
then no bandwidth is assigned to that partition size in the
event that a complete partitioning policy is adopted. In fact,
we enforce similar behaviour in all policies, meaning that
requests for partitions of a size unseen during training are
always rejected. This feature promotes stability in our policy
optimization scheme, which is a type of feedback mechanism
since measurements of policy-influenced traffic patterns are
used as input to the policy optimizer. Without some form of
stabilization, oscillations may occur between the greedy policy
and a CP policy. Consider what happens when we begin with
the greedy policy, and a policy that rejects all STS-24 requests
is adopted after some training period. In the next training
period, only STS-192 requests are seen, and consequently the
greedy policy is optimal with respect to the measured request
arrival rates. However, if a truly greedy policy is chosen, then
in the next training period STS-24 requests are admitted once
again, and we return to a state similar to two training periods
earlier.

C. Policy Computation

We consider three admission control policies in our perfor-
mance comparison, subsequently denoted greedy, greedy-CP,
and SMDP. Each policy is applied at the level of a link bundle
joining a pair of nodes. Greedy is the policy that accepts
partition allocation requests whenever there is sufficient idle
bandwidth. This policy corresponds to the current state of the
art in user-controlled lightpath management systems, except
for the novel stabilization mechanism described at the end
of Section IV-B, which in fact applies to all three policies
under consideration. The other two policies introduce more
sophisticated admission control. The hypothesis behind our
performance evaluation is that these policies will lead to
a performance gain over the greedy policy by managing
bandwidth in a way that maximizes long-term reward.

Greedy-CP is the optimal policy chosen from the subset
of coordinate-convex policies consisting of the greedy policy
and the set of complete partitioning (CP) policies. To compute
greedy-CP, we first determine the optimal CP policy using the
dynamic programming technique of [5], and then compare the
expected utilization of this policy against the greedy policy
using equation 1. Thus, greedy-CP represents an inexpensive
approximation of the optimal coordinate convex policy by
choosing the best among previously studied special cases.

Finally, SMDP refers to the optimal policy approximated
using policy-value iteration applied to a novel variant of
the semi-Markov decision process formulation of [4]. The
novelty here consists of a modified reward function that
vastly improves performance in our simulation environment,
as discussed in Section IV-D. SMDP is the most costly policy
to compute, but at the same time is the closest approximation
of the optimal policy under certain statistical assumptions on
the pattern of network traffic. We discuss the assumptions
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Fig. 2. Quantiles of the empirical distribution of STS-24 request inter-
arrival times (Montreal-Halifax link, p = 0.9, λ = 5/h) v.s. quantiles of an
exponential distribution.

behind and computation of greedy-CP and SMDP in more
detail below.

The computation of the greedy-CP policy is based on
predicting the expected utilization ratio using equation 1,
which is correct for any coordinate-convex policy under the
assumption of Poisson arrivals and arbitrary holding times
(see Section II). We consider that this technique is well-
suited to our simulation environment, where holding times do
not follow the exponential distribution frequently assumed in
analytic work. However, the assumption of Poisson arrivals
may not necessarily hold at the level of a link bundle,
even though end-to-end lightpath establishment requests are
generated this way at network level.

In order to test the validity of the Poisson arrival assumption
on partitioning requests, we performed an experiment whereby
the empirical distribution of request inter-arrival times was
measured. Specifically, we modified the simulation environ-
ment by replacing the link bundle between one pair of nodes
with a dummy link of very high capacity, and recorded the
arrival times of partitioning requests issued to that link over
a 1 000 day period. Figure 2 and Figure 3 demonstrate the
correspondence between the empirical distribution of request
inter-arrival times with the exponential distribution having
the same mean as the empirical distribution. The results in
these figures are representative of a broader series of runs
where measurements were taken from the Montreal-Halifax
and Winnipeg-Toronto links for parameter value combinations
(p, λ) ∈ {0.01, 0.1, 0.9} × {0.5/h, 2/h, 10/h, 20/h}. The
somewhat-linear pattern indicates reasonable correspondence
between the empirical and exponential distributions of request
inter-arrival times.

The SMDP policy is computed using a technique that
assumes exponential request holding times, in contrast to the
theory related to coordinate-convex policies. Although this
assumption is not justified in our simulation environment due
to the use of log-normal holding times, we consider the SMDP
formulation in an effort to approximate the optimal policy.
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Fig. 3. Quantiles of the empirical distribution of STS-192 request inter-
arrival times (Winnipeg-Toronto link, p = 0.1, λ = 10/h) v.s. quantiles of
an exponential distribution.

Despite its rigidity, the SMDP formulation may still yield
policies more optimal than the greedy policy and greedy-
CP policies, because it is not restricted to coordinate-convex
policies.

We adopt the compact SMDP formulation of [4] (see
Section II), but instead of using linear programming we apply
the simpler policy-value iteration technique to approximate
the optimal policy. We use a discounting factor of 0.99, and
we stop iteration when the difference between consecutive
expected reward values in all states is less than 10−10 of
the maximum value in any state, corresponding to between
1 000 and 10 000 iterations. In order to maximize network
utilization, it is natural to consider that the rate R(s) of
reward generation in a state s is the total amount of bandwidth
allocated. If T (s) is the expected duration of s, then it makes
sense to define the reward accumulated in s as the weighted
rate of reward generation R(s)T (s), which is the idea used
in the linear programming formulation of [4]. However, a
problem with this approach is that T (s) is dependent on
the policy (since rejected requests do not translate into state
transitions), and in the idle state s0 where R(s0) = 0, there
is no incentive to select the policy that minimizes T (s0). At
the same time, s0 is a frequently visited and consequently
important state in our simulation environment, due to the
coarse granularity of partitions considered.

In order to address the above issue, we propose the novel
approach of fixing R(s) = −1 for all states s. In that case,
the reward of being in state s is −T (s), and the policy-
value iteration procedure selects the policy that minimizes
the expected amount of time required to make a constant
number of state transitions. Since transitions in our SMDP
formulation correspond only to admission and departure of
feasible requests, this equivalently minimizes the amount of
time taken to accept a constant number of requests. Finally,
since the expected volume of traffic associated with each
accepted request is constant and independent of the bandwidth,
our reward definition maximizes the rate at which traffic is
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Fig. 4. Performance gain using greedy-CP policy, p = 0.01.
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Fig. 5. Performance gain using greedy-CP policy, p = 0.05.

admitted, and hence maximizes utilization.

D. Performance Evaluation and Analysis

Simulation results for the greedy-CP policy on the two-node
and fifteen-node network shown in Figure 1 are presented in
Figures 4–6 and Figures 8–9, corresponding (respectively) to
the following values of p: 0.01, 0.05, 0.1, 0.5 and 0.9. The
parameter λ (requests per hour) was varied from 0.5 to 20,
corresponding to a lightly loaded and heavily loaded network,
respectively. Each point plotted represents an average over ten
simulation runs of the performance gain associated with using
the greedy-CP policy versus the greedy policy. The standard
error of the mean in the measurements is no more than 1%.
The error bars plotted represent three standard errors of the
mean.

Analogous results were collected for the SMDP policy. The
performance difference between the greedy-CP and SMDP
policies is less than 0.1% in 90% of test cases. Larger
differences occur only when p = 0.1, and the corresponding
numbers are shown in Figure 7. Even in those cases the
differences are relatively small (i.e., less than three standard
errors of the mean). Consequently, unless stated otherwise,
subsequent observations apply to both the greedy-CP and
SMDP policies. For comparison, the policies obtained using
the SMDP approach behave very poorly if we use the reward
function of [4] instead of our novel reward function described
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Fig. 6. Performance gain using greedy-CP policy, p = 0.1.
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Fig. 7. Performance gain using SMDP policy, p = 0.1.

earlier. Specifically, performance levels 50% below the greedy
policy are common, due to the “optimal” policy unwisely
rejecting STS-192 (i.e., 10 Gb) requests in the idle state (see
discussion in Section III).

Figures 4–6 exhibit a significant performance peak with
respect to λ, the location of which moves to the left (i.e. toward
smaller λ) as p increases. This is expected since greedy-CP is
most effective relative to the greedy policy when requests for
STS-24 partitions arrive at a particular link bundle at such a
rate compared to STS-192 requests that poor utilization occurs
and STS-192 requests are frequently rejected for lack of free
bandwidth. In contrast, for small and large λ, greedy performs
as well as greedy-CP since either STS-192 requests are rarely
rejected, or they are sometimes rejected but utilization is high
nevertheless. Thus, the performance of greedy-CP relative to
greedy peaks under conditions when greedy accepts requests
for small partitions that give small short-term rewards but
preclude larger future rewards. This scenario is approximately
characterized by a constant value of the product p×λ, which
occurs for smaller λ as p tends to unity, as observed. The exact
value of λ at which the performance peak occurs also depends
on the size of the network, since the greater the number
of links the fewer requests for lightpath partitions arrive on
average at a particular link. Consequently, the performance
peak always occurs at a smaller value of λ in the two-node
case than in the fifteen-node case. Finally, Figures 8–9 show
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Fig. 8. Performance gain using greedy-CP policy, p = 0.5.
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Fig. 9. Performance gain using greedy-CP policy, p = 0.9.

that the greedy-CP policy does not perform better than the
greedy policy for p ∈ {0.5, 0.9} and the values of λ under
consideration.

Performance peaks of the magnitude observed in Figures 4–
6 can be predicted in the two-node case by applying equation 1
to compare the performance of the greedy policy and a
policy that always rejects STS-24 requests and accepts STS-
192 requests, the latter policy being one of the candidates
from which greedy-CP is chosen. Note that despite the fact
that equation 1 yields the expected utilization ratio, we are
able to use it to predict the gain in the request acceptance
ratio, on which Figures 4–9 are based; this is because the
volume of data carried by a lightpath is chosen at random and
independently of the lightpath’s bandwidth in our simulation
environment, and so the average utilization is proportional to
the request acceptance ratio.

As noted above, there are significant performance gains
associated with using greedy-CP or SMDP instead of the
greedy policy in both the two-node and fifteen-node case
when p ≤ 0.1. The largest gains observed in our performance
evaluation occur when p = 0.05, corresponding to 26% and
19% in the two-node and fifteen-node cases, respectively.
The performance gains for the simple two-node network
are generally larger than for the fifteen-node network. This
behaviour is expected since in the latter case each pair of
physically adjacent nodes performs a local optimization effort
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on the corresponding link bundle, without any coordination
with neighbouring nodes, whereas each end-to-end lightpath
is typically routed through a series of such link bundles. Still,
we observe a significant (3% or more) performance gain in
33% of the test cases with the fifteen-node network, compared
to 40% with the two-node network. A significant performance
loss is observed only on the fifteen-node network, and only in
one test case out of thirty, namely when p = 0.05 and λ = 0.5
(see Figure 5). The magnitude of the performance loss is only
4%. We discuss this case in more detail later.

In the two-node scenario with the greedy-CP policy, ob-
served utilization levels differ by up to 20% from the expected
values predicted by equation 1, but the differences are sym-
metrically distributed around zero. Such behaviour is expected
since in the two-node case our simulation environment meets
the statistical assumptions of the theory behind equation 1,
namely Poisson arrivals and holding times following an ar-
bitrary distribution with a well-defined mean. Surprisingly,
the same correspondence is seen between observed utilization
levels and the optimal levels predicted using the SMDP
approach, despite the fact that the assumption of exponential
holding times does not hold. Moreover, the utilization levels
predicted using equation 1 and using the SDMP approach
agree to within 0.1%. Based on this observation, we conclude
that the performance of the SMDP approach in our simulation
environment is not significantly impaired by the incorrect
assumption of exponential holding times.

The optimal policies obtained using greedy-CP and SMDP
are typically in agreement. In test cases exhibiting the highest
performance gain due to policy optimization, both approaches
select a policy that rejects all STS-24 requests, which is
consistent with the intuition arising from the analytic results
presented in earlier sections. Discrepancies between the two
policy computation approaches occur on occasion, but only
when the predicted performance difference between optimal
and greedy policies is small. For example, if the greedy
policy is expected to perform slightly better than the optimal
complete partitioning policy, then the SMDP approach may
select a policy that rejects STS-24 requests in the state where
a single STS-192 partition is allocated on a link bundle, and
rejects no other feasible requests. However, the predicted and
observed utilization ratios are again only slightly better than
with the greedy policy, and no significant performance gain
is observed. Thus, we conclude that the broader policy space
considered in the SMDP approach does not yield practical
benefits in our simulation environment.

Our policy optimization system appears stable in the sense
that performance levels settle after a small number of observa-
tion periods. An example of this is shown in Figure 10, where
the request acceptance ratio stabilizes after approximately
five training periods. Such behaviour is expected due to the
design of our simulation environment, which was discussed
in Section IV-A. Specifically, the fact that each policy rejects
requests not seen in the previous training period has a tendency
to maintain complete partitioning policies after they are first
adopted, and consequently to stabilize the evolution of perfor-
mance levels in time.

Upon closer investigation of the single test case leading to
a performance loss, we find that it is not an anomaly. Instead,
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Fig. 10. Stabilization of request acceptance ratio, λ = 10, p = 0.05,
15-node network from Figure 1.

suboptimal policies were chosen due to random deviation in
the measured request arrival rates from the expected arrival
rates. In some training periods, only STS-192 requests were
witnessed by some link bundles. In that case, the greedy policy
is equivalent to the complete partitioning policy that devotes
all the bandwidth to STS-192 partitions, and equation 1 in
theory predicts the same utilization level for these two policies.
In the simulation, however, we find that a slightly higher
utilization is predicted for the CP policy due to rounding
and representation error in the corresponding floating point
calculations, and as a consequence the CP policy is adopted,
which turns out to be suboptimal in the long-run.

The small numerical errors described above are a potential
problem in our performance optimization scheme due to the
presence of the same feature that gives it stability. Specifi-
cally, when numerical error causes the CP policy to appear
more optimal than the greedy policy, it causes a permanent
transition into a CP policy. However, the decision itself is
based on a crude estimate of the offered traffic pattern, and
may not be optimal in the long-run. Thus, when in doubt,
it is safer to adopt the greedy policy rather than committing
to a CP policy. We considered realizing such a heuristic in
our policy optimizer by applying a threshold to the policy
selection stage, whereby the CP policy is only chosen if its
predicted utilization is better by a factor z than the utilization
under the greedy policy. However, with z between 1.01 and
1.1, the performance loss observed originally persists. As an
alternative, we experimented with increasing the length of the
training period from 30 days to 100 days, and were able to
close the performance gap between the greedy policy and a
dynamically optimized greedy-CP policy to less than 1% (i.e.,
one standard error of the mean) in the test case that originally
led to a performance loss.

Another method of addressing the problem of permanent
suboptimal policy selection decisions is to periodically return
each link bundle to the initial greedy policy, and begin opti-
mization anew. For example, in our simulation environment
we measure the performance gain over ten training periods,
starting with an idle network and with the greedy policy
applied globally. Consequently, we would expect equally good
performance results during continuous operation if the greedy
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policy were to be reapplied throughout the network after every
ten training periods. Alternately, simulation can be used in
parallel with the operation of the network in order to determine
the optimal set of policies, and revert link bundles from a
CP policy back to the greedy policy when this is deemed
beneficial.

V. SUMMARY AND FUTURE WORK

In our investigation of lightpath establishment request ad-
mission policies we found that the greedy policy is suboptimal
in some pertinent cases. We were able to demonstrate both
analytically and by simulation that for lightpaths supporting
multiple partition sizes, under some conditions it is beneficial
to reject requests for small partitions even when resource
availability permits their admission. In our experiments, we
found that network-level performance can be improved by up
to 19% through dynamic optimization of the admission policy
based on online traffic measurements, without sacrificing
stability.

We envision further work on the topic of optimal non-
greedy policies, particularly design and performance evalu-
ation of dynamic policy optimization schemes. In addition,
one can consider more sophisticated methods of inferring
properties of the traffic pattern from empirical data, and of
policy selection. In the latter case, it may be possible to
improve on our dynamic scheme, which represents a series of
local optimization efforts, by considering a greater scope of
interactions between node pairs. Other open research problems
include analyzing the fairness and stability of dynamic policy
optimization schemes, as well as their robustness against
deviations from assumptions such as Poisson request arrivals.
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