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Abstract Multihop wireless mesh networks are an
attractive solution for providing last-mile connectiv-
ity. However, the shared nature of the transmission
medium makes it challenging to fully exploit these net-
works. In an attempt to improve the radio resource uti-
lization, several routing metrics have been specifically
designed for wireless mesh networks. However none
of these routing metrics efficiently tackles interference
issues. Moreover, although some evaluations have been
conducted to assess the performance of these metrics
in some contrived scenarios, no overall comparison has
been performed. The contributions of this paper are
consequently twofold. First, we propose a new rout-
ing metric, Interference-Aware Routing metric (IAR),
specifically designed for WMNs. IAR uses MAC-level
information to measure the share of the channel that
each link is able to utilize effectively. As a result, paths
that exhibit the least interference will be selected to
route the data traffic. Then we evaluate the perfor-
mance of AR against some of the most popular routing
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metrics currently used in wireless mesh networks: Hop
Count, Blocking Metric, Expected Transmission Count
(ETX), Expected Transmission Time (ETT), Modi-
fied ETX (mETX), Network Allocation Vector Count
(NAVC) and Metric of Interference and Channel-
Switching (MIC). We show under various simulation
scenarios that IAR performs the best in terms of end-
to-end delay and packet loss, and provides the fairest
resource utilization.

Keywords mesh networks - interference -
routing metrics - QoS - evaluation

1 Introduction

In response to the increasing demand for ubiquitous
low latency, high volume communication, the deploy-
ment of Wireless Mesh Networks (WMNs) has become
an attractive alternative to wired solutions, 3G cellular
systems, and WLANs. WMNs can offer high levels of
service coverage, while requiring relatively inexpen-
sive deployment costs. Initial deployments [9, 10] have
demonstrated WMNSs’ tremendous potential and mar-
ket value. WMNs have been utilized to inexpensively
share Internet connections in low-income community
networks (Meraki, NetEquality), and for deploying
coverage across university campuses (e.g. MIT, Univer-
sity of Arkansas). As a result, several companies includ-
ing Nokia, Microsoft, and Intel are actively promoting
full IP-based solutions for WMNS.

Nonetheless, despite the technological progresses
and the possibility to concurrently transfer data on
multiple channels, transmission rates remain limited
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compared to the ones offered in wired networks.
Consequently, adequate resource management become
necessary to meet consumers’ increasing demand for
quality-of service.

Creating the necessary resource management frame-
work starts with an effective routing protocol, and
particularly an adapted routing metric. Recently, the
number of proposals of routing metrics tailored for
wireless mesh networks has flourished. Through differ-
ent strategies, the proposals try to evaluate the levels
of interference and route the traffic flows around the
most congested areas. But so far, none of them has been
widely adopted. Several reasons can explain this:

Level of complexity: At the opposite of some topo-
logical or traffic-related parameters that can be easily
obtained, measuring the level of interference is a chal-
lenging task. The channel quality can be hard to assess
as it changes in space and time. A sender and receiver
can potentially suffer from different levels of interfer-
ence, that can lead to a poor quality of communication
(with a high packet loss) if the transmission rates are
not properly adjusted. Also in IEEE 802.11-based net-
works, the shared nature of the transmission medium
makes it difficult to properly evaluate a link utilization.
Indeed, it is necessary to account not only for the traffic
flows going through a particular link, but also for all the
traffic flows going through links at interference range.
Unless exact information on the traffic characteristics
for all the nodes can be maintained and assuming a
perfect data scheduling, only a rough approximation of
the actual network status can be obtained. Moreover,
the exchange of control messages is usually required
to propagate link quality measurements. The cost in-
volved in these operations can overshadow the actual
improvement obtained by avoiding lossy or congested
links.

Lack of comparisons: To the best of our knowledge,
no complete evaluation of the existing contributions in
this area has been performed. Each proposed metric
has been evaluated in some limited scenarios, with
specific parameters, and compared with only a small
subset of the existing routing metrics [1].

Lack of insights: The existing evaluations of the dif-
ferent routing metrics for wireless mesh networks have
only been conducted for some very contrived scenarios.
Insights on the metrics efficiency in different situations
have rarely been provided. It is therefore difficult to
extrapolate on the performance of a particular metric
if different network settings are considered.

Previous experiments conducted in [4] have shown
that currently implemented metrics (Hop Count,
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Expected Transmission Count, Expected Transmission
Time) perform similarly. This suggests that the metrics
are essentially equivalent. In fact, only Hop Count, the
simplest metric, distinguishes itself in mobile networks,
as the other metrics do not adapt quickly enough to
topology changes [3].

To deal with the above limitations, we propose
a routing metric that evaluates each link’s effective
share of the medium. The Interference-Aware Routing
metric (IAR) MAC-level measurements determine the
percentage of time each transmission wastes due to
interference from other nodes. This wastage occurs
in the form of backoff and waiting time, as well as
failed transmissions. Routing using IAR selects links
that experience the least interference.

We demonstrate the benefit of IAR through simula-
tions, comparing to some of the most commonly used
WMN routing metrics—Hop Count, Blocking Metric,
ETX, mETX, ETT, NAVC and MIC.

The remainder of this paper is organized as follows.
In Section 2, we define a set of criteria against which the
chosen metrics will be compared. We then discuss the
implementation of existing routing metrics in Section
3. In Section 4, we describe our interference-aware
routing metric. The results of the evaluations are pre-
sented in Section 5. Finally, we conclude the paper in
Section 6.

2 Route selection parameters

Routing in WMNSs extends network connectivity to end
users through multi-hop relays. Packets can be routed
via one or multiple paths, possibly using several dif-
ferent channels. Depending on the application require-
ments, a routing protocol can focus on optimizing one
or more routing metrics. Path length, end-to-end de-
lay, and packet loss represent some parameters whose
importance varies depending on the level of quality
requested by an application. Interference should also
be accounted for, as if can result in severe performance
degradation during concurrent data transmissions. The
shared transmission medium constrains all nodes in the
interference range of a sender or receiver to inactivity
until completion of the ongoing communication. In
their seminal work [5], Gupta and Kumar have shown
that in a wireless network with »n identical nodes, the
achievable per node throughput is ®(1/4/nlogn) with
random node placement and communication pattern.
Under the assumption of an optimal node placement
and communication pattern, this throughput becomes

O(1//n).
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Interference can occur:

— Within a single flow (intra-flow interference): a
communication between two nodes on one path can
block the upstream and downstream nodes that are
within interference range.

— Between multiple flows from one or multiple
sources (inter-flow interference): this phenomenon
is referred to as the route coupling effect.

Therefore, when a new flow is to be sent across
the network, it is important to realize that the actual
expected performance can not simply be estimated
without considering the flows already established and
without considering the impact of adding this new flow
on top of the existing ones. In order to give a clear
overview of the focus of the routing metrics considered
and before delving into the details of their design,
we first define a set of criteria against which we may
compare these routing metrics. This list, although not
exhaustive, encompasses a set of factors that we con-
sider to have the greatest impact on the performance of
a wireless mesh network.

Different parameters can enter into the computation
of a routing metric. Among them, the ones that can
be considered as the most characteristic of wireless
networks are the following:

—  Path Length: The number of hops between a source
router and a destination router is an important
(and the most commonly used) comparison crite-
rion as longer paths mean more self-interference
(interference among links along the same path) and
consequently potentially greater end-to-end delay.
Flows transmitted via a long path also interfere with
a greater number of links located geographically
close to this path.

— Bandwidth: Network links can support different
data rates as a result of technical limitations or
in the case of wireless networks, environmental
noise and signal strength. This difference in capac-
ity affects not only the link considered but also
the residual capacity of geographically close links.
Indeed, the use of a lower-capacity link not only
increases the transmission delay of the flow cross-
ing the link considered, but reduces the achiev-
able rate of neighboring transmissions by increasing
their interference level. As current hardware allows
rate adaptation depending on the quality of the
transmission medium, obtaining and maintaining
this information can help improve the network
performance.

— End-to-end Delay: Delay-sensitive applications
require bounded end-to-end delay in order to

function properly. Therefore it is important to eval-
uate the time it takes for a packet to reach its
destination, as well as to estimate the variability
(jitter) over all data transmissions.

— Interference: Owing to the shared nature of the
transmission medium, nodes transmitting on the
same channel can interfere with each other if they
are located in the same geographical area. Inte-
grating interference into the design of the routing
metric can therefore help to combat network con-
gestion and increase overall network performance.

— Packet Loss: Channel quality can be assessed by
estimating the number of retransmissions necessary
for a transmission to be successfully performed.

—  Effective Link Share: As access to the transmission
medium is shared among nodes located in the same
area, a communication on a particular link is af-
fected by the transmissions on neighboring links. It
follows that a node may have to wait for concurrent
communications to complete before it is able to
send its own data. Obtaining an estimate of the
channel occupation (and therefore the congestion
level) is therefore a desirable task.

We will also distinguish the level of complexity of
the routing metrics based on some implementation pa-
rameters such as:

—  Per-node/Per-link metric: A per-link metric can
potentially allow fine-grained information of each
link to be maintained, whereas a per-node metric
assumes by default that all the links attached to
a node have the same cost. On the downside, a
per-link metric might be costly to maintain (e.g. by
incurring extra control messages).

— Knowledge: A metric can be computed based
on different information: packet loss, number of
nodes, number of neighbors, traffic characteristics,
etc.

— Interference: Different strategies with different lev-
els of complexity might be implemented to account
for the interference.

3 Existing routing metrics description

In this section, we present some routing metrics that are
currently used in WMNSs. They were either specifically
tailored for WMNSs or previously developed for other
types of networks (e.g. ad hoc networks) but adopted
for use in WMNs due to the underlying similarities
with WMNSs. We consider the following metrics: Hop
Count, Blocking Metric, Expected Transmission Count
(ETX), Expected Transmission Time (ETT), Modified
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Expected Number of Transmissions (mETX), Network
Allocation Vector Count (NAVC) and Metric of Inter-
ference and Channel-Switching (MIC).

3.1 Hop count

Hop count is the most commonly used metric in wire-
less multihop networks. The path selected is the one
minimizing the number of links between a given source
and destination node. It became very popular in ad hoc
networks due to its ease of computation as it only con-
siders the route length as the differentiating criterion.
However, on the downside, this routing metric fails to
account for the specifics of wireless environments (links
may have different transmission rates, loss ratios, etc.)
and it does not consider the congestion level resulting
from the shared use of the transmission medium.

3.2 Blocking metric

A simple improvement over hop count has been pre-
sented in [11] in order to account for the interference
along a certain path. In this work, the interference level
referred to as the Blocking Value, is defined as the
number of neighbors a node is interfering with. Each
node is therefore weighted according to this Blocking
Value. The Blocking Metric of a path is then defined as
the sum of all the blocking values along the path. Paths
with minimum cost will consequently be used to carry
the traffic flow.

This technique presents the advantage of being sim-
ple, without any additional overhead other than to
maintain some information on the number of neigh-
bors. However, this metric still does not incorporate
any characteristics concerning the traffic flow or link
capacity and only superficially addresses the issue of
interference. Little improvement over hop count is
therefore to be expected.

3.3 Expected transmission count (ETX)

Expected Transmission Count is defined as the num-
ber of transmissions required to successfully deliver a
packet over a wireless link [2]. The ETX of a path is
then defined as the sum of the ETX of each link along
the path. Let p; and p, be the packet loss probability
in the forward and reverse directions. The probability
p of an unsuccessful transmission is:

p=1—-0-ppd—p) (1)
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Therefore, the expected number of transmissions to
successfully deliver a packet in 1 hop can then be
expressed as:

ETX = ka"(l —pkl= ﬁ )
k=1

The delivery ratios are measured using 134-byte
probe packets. One probe packet is sent every r second
(set to 1 s in the experiments that follow later in the
chapter). The packet loss ratio is computed by counting
the number of probe packets received over a predeter-
mined period of time (10 s in the experiments).

ETX favors paths with higher throughput and lower
number of hops as longer paths have lower throughput
due to increased self-interference. However, this metric
does not consider differences in transmission rates. It
does not completely account for the interference on the
transmission medium as the sender of a probe packet
can defer its transmission if it senses the channel is
busy. As the transmission rate of the probe packets is
typically low, it does not give a good indication of how
busy a link really is. It also does not give any indication
of the effective link share.

3.4 Expected transmission time (ETT)

ETT is an improvement over ETX as it includes the
bandwidth in its computation [3]. Let S be the packet
size and B the bandwidth of the link considered, then
ETT is computed as follows:

ETT = ETX% 3)

In a similar fashion to ETX, the expected transmis-
sion time of a path is computed according to the sum of
the links’ ETT along the path.

The authors later improved over ETT by proposing a
Weighted Cumulative ETT (WCETT) [3]. This metric
was designed to favor channel-diverse paths. For a path
p, WCETT is defined as follows:

WCETT(p)=(1—B) Z ETT;+,3112?§Xka 4)

linklep
where f is a tunable parameter less than 1 and X;
represents the number of times channel jis used along
path p.

Nevertheless, this metric still suffers from the same
limitations as ETX/ETT by not estimating the effective
link share and does not completely capture the inter-
flow interference.
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3.5 Modified expected number of transmissions
(mETX)

An enhancement over ETX has been proposed by [7]
based on the observation that ETX does not account
for the channel variability and only considers the aver-
age channel behaviour. The authors therefore defined
mETX as follows:

1
mETX = exp (,u,g + 50%) 5)

where uy and o2 represent the mean and variability of
the error probability.

The main challenge in the implementation of this
metric is to properly model and quantify the variability
of the transmission channel.

3.6 Network allocation vector count (NAVC)

NAVC [8] essentially accounts for the interflow inter-
ference by averaging the values of the Network Al-
location Vector experienced by a node along a link
for a given observation period. According to the value
obtained, a level of congestion is attributed to the node.
During the route discovery process, two parameters,
heavy_node_number and nav_sum, are maintained.
Upon reception of a ROUTE REQUEST packet, a
node has therefore three options depending on the
value of the measured NAVC.

1. If NAVC > 0.65: increase heavy_node_number by
1 and add the square of NAVC to nav_sum,;

2. If0.25 < NAVC < 0.65: increase nav_sum by the
square of NAVC;

3. If NAVC < 0.25: do nothing.

The cost of a path comprises the sum of the
heavy_node_number of each node along the path and
the sum of the nav_sum. Paths are therefore given
priority first depending on the heavy_node_number and
then on the nav_sum.

3.7 Metric of interference and channel-switching
(MIC)

MIC has been designed to improve over WCETT by
capturing more information on the effective link share
[12]. For a network composed of N nodes and a path
p, MIC averages the time to transmit on a particular
link over the minimum time to transmit over all the
existing links. Similarly to WCETT, MIC adds a term to

account for channel diversity called Channel Switching
Cost (CSC).

1
MIC(p) = ——— IRU,

(P) = N X min(ETT) lm%:@ !
+ Y CSG (6)

nodeiep

min(ETT) represents the smallest ETT in the network
and I RU, represents the interference-aware resource
usage defined as:

IRU] = Nl X ETT[

wy if CH(prev(i)) # CH(i)

CS¢ = { w, if CH(prev(i)) = CH(i)

0<w; <w

N; is the number of nodes link / is interfering with,
ETT,is the expected transmission time on link /, C H (i)
is the channel assignment of node i and prev(i) rep-
resents the node before node i along path p. IRU,
can therefore be interpreted as the total channel time
consumed by link /. CSC is a weight allocated to a link
as a function of the channel used by the link preceding
the link considered on a particular path. If both links
use the same channel, a greater weight is assigned to
the link.

This metric presents some major drawbacks in terms
of implementation. First, the overhead required to
maintain up-to-date information of the ETT for each
link can significantly affect the network performance
depending on the traffic load. Second, this metric as-
sumes that all the links located in the collision domain
of a particular link contribute to the same level of inter-
ference, which does not take into account the difference
in traffic load at each node.

3.8 Routing metrics summary

Table 1 summarizes the characteristics of each of the
metrics just discussed. In particular, we highlight if the
metric is computed on a per-node or per-link basis,
what information is required in the computation (num-
ber of nodes, neighbors, packet loss, etc.) and how it
handles interference, if applicable.

ETT (and its extension WCETT) satisfies most of the
criteria that we identified as important for WMNs but
still fails to provide any information on the effective
link share. MIC takes into account the number of neigh-
bors for each node but its computation is expensive and
only provides an estimation of the actual link utiliza-
tion. In this paper, we address this issue by propos-
ing a novel routing metric based on the evaluation of
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Table 1 Comparison of

) ; Pernode Perlink Knowledge Interf. awareness
routing metrics
Hop count X None N/A
Blocking Metric X Nb. of neighbors Nb. of neighbors
ETX Link pkt loss Per-link pkt loss ratio
Averaged over time
ETT Link pkt loss Per-link pkt loss ratio
Bandwidth Averaged over time
Packet size
mETX Link pkt loss Per-link pkt loss ratio
Channel variability
NAVC X NAV Node waiting time
MIC Link pkt loss Per-link pkt loss ratio

Avg over time and over neighbors

the effective link share. We discuss its implementation
when a single channel is used and describe how to
extend this metric to integrate multiple channels. As
our work is solely focused on wireless mesh networks
that are characterized by a fixed backbone, we are not
concerned with node mobility.

4 Interference-aware metric
4.1 Motivations and design choices

The impact of interference on the network perfor-
mance is a difficult parameter to estimate. However,
integrating interference into the design of a WMN rout-
ing protocol is of paramount importance. Interference
can be considered as a measure of the quality of the
transmission channel. If the channel quality is poor,
a packet has a high probability of requiring several
retransmissions before successfully reaching its desti-
nation. Measuring interference also gives an estimation
of the network utilization level. If several concurrent
transmissions occur in the neighborhood of a source-
destination pair, the nodes within transmission distance
have to wait for the medium to be cleared before they
have access to it. The higher the number of nodes, the
greater the probability of collision due to simultaneous
transmissions. Consequently, deriving a metric that is
able to account for these different states can increase
the network performance by avoiding lossy links and
congested zones.

Therefore, we believe that a metric best suited
for WMNs should incorporate the following
characteristics.

— Low overhead. Exchange of control messages on
the link status can be costly in terms of resource
usage. It is therefore preferable to favor a non
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resource consuming solution based on local moni-
toring.

— Interference-Awareness. Both intra- and inter-flow
interference have to be accounted for. This means
that it is necessary to account for the waiting time as
well as the number of retransmissions due to packet
loss.

— Differentiation on link capacities. Not all the links
have the same transmission rates due to environ-
mental noise or technological limitations. Higher
capacity links should be favored when they are not
congested.

—  Channel diversity. If the network nodes are em-
bedded with multiple interfaces, this should be ex-
ploited to favor the use of high-quality links (higher
transmission rate, less packet loss) and by reducing
the interference by spreading the traffic over multi-
ple channels.

4.2 TAR: description

Before we describe the actual computation of our pro-
posed metric, it is important to have a clear view of the
different states in which a node can be. There are five
states:

— Idle: The node does not have any packets of its
own to transmit neither does it have any packets to
relay. It therefore does not contribute to increasing
the interference in the network and should conse-
quently be ignored.

— Success: The state refers to the case where a node
has successfully received the acknowledgment of
the packet it has sent.

— Collision: In this state, a node sent a DATA packet
but never received an acknowledgement for the
packet. Either the receiver node was in the range
of another transmission and therefore received
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. .. Table 2 Duration for the 4 channel states
several packets at the same time. Or the receiving :
node was itself initiating a communication. State D.ur ation
—  Wait: As only one communication can occur at  Backoff Time slot
the same time in the same geographical area, if a Wait Variable
d h dium is b i h L 1 Collision DATA+SIFS+ACK+DIFS
node senses the medium is busy, it has to wait unti Success DATA4SIFS+ACK+DIFS

the ongoing communication is completed before it
starts its own.

— Backoff: Even though a node has some data to
transmit and the medium is free, IEEE802.11 Stan-
dard enforces a random waiting period (during
which the medium has to remain idle) before it
starts sending its data.

The period of time between the moment when a
node generates a packet (or receives a packet it then
has to relay) and the moment it successfully transmits
the packet to the next hop node (possibly the destina-
tion of the packet) is a succession of Success, Collision,
Wait and Backoff states (Fig. 1).

We therefore designed a routing metric, Interference-
Aware Routing metric (IAR), that could address the
shortcomings of the existing metrics we previously
highlighted.

In particular, it more realistically reflects the link
usage, and includes all possible states a node is in -
particularly the waiting periods caused by neighboring
nodes’ transmissions.

Let Tsuccesss Twait» T coltision and TBackoff be the time
spent respectively in the Success, Wait, Collision and
Backoff states. The communication cycle is defined
as the period between the generation of a packet up
to its successful transmission. The duration of each
state is summarized in Table 2. We have ignored in

N\
=

Fig. 1 Four of the communication states of a node (IDLE state
is not represented)

the computation the propagation delay although it is
accounted for in the actual implementation. The Wait
state has a variable duration as it depends on other
nodes’ transmissions.

For each link, we calculate the unproductive busy-
ness a,p, that is to say the percentage of time spent
in states in which communication on this link is not
possible.

TWait + TCollision + TBackoff

Oyp =
TWait + TC()llision + TBacko ff + TSuccesx

Therefore, for a link /, AR is defined as:

1 S
IAR can be interpreted as the time to transmit a
packet of size S over a medium of actual bandwidth
(I —awp) * B.
The cost of a path p is consequently defined as the
sum of the cost of each link along the path.

IAR(p) =) IAR() 8)

lep

The amount of time spent in each of these states
can be determined by passive measurements using
the actual traffic in transmission or by active probing.
Similar to ETT, IAR can be modified to handle the
multi-channel scenario with the addition of a switching
channel cost factor (cf. the computation of WCETT).

225
w 2]
£
= 1757
©
g 1.5
o \ BLOCKING
S 1.251 \ ETX
& '\ HOPCOUNT
b 14 © AR
& 0.75- Bgioe
éﬁ 0.5 NAVC
g . 1
Z 0.251 e e T .

04 T

10 20 30 40 50 60 70 80 90 100
Number of nodes

Fig. 2 End-to-end delay with increasing number of nodes
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Fig. 3 Closer look at the end-to-end delay with increasing num-
ber of nodes (excluding NAVC)

5 Performance evaluations
5.1 Implementation details

We compared the performance of the routing metrics
through simulations implemented in NS2 [6]. We used
the default settings that the network simulator provides
to model the wireless transmissions: two ray ground
propagation mode, 250 m transmission range and 550 m
interference range. The network topologies have been
randomly generated in a 2000 x 2000 m?> area. UDP
is used at the transport layer and all flows are sent at
a constant bit rate, with a packet size of 512 bytes or
1512 bytes. The source and destination of each flow are
randomly chosen in order to avoid the appearance of
a single bottleneck. We only performed simulations in
a single-channel environment. This decision was mo-
tivated by the fact that we wanted to conduct a fair
comparison of the performance of the metrics, which

Fig. 4 Packet loss 0.65

is difficult to achieve between single and multi-channel
metrics. Besides, it is worth noting that even though
some metrics have not been initially designed to handle
channel diversity, the addition of a cost factor similarly
to what has been done for ETT or MIC can resolve this
issue.

For each configuration, we evaluated the end-to-end
delay, the path length and the packet loss. We assumed
that all links have the same nominal capacity and that
the packet size is fixed. In this context, as ETX and
ETT necessarily lead to the same results, we only refer
at ETX in the remainder of the experimental analysis
(although the same results apply for ETT).

The packet loss ratio is determined via periodic
transmissions of probing packets (sent every second in
the simulations). The routing tables are recomputed
periodically. To make the implementation oblivious
to the specifics of a particular routing protocol, we
assumed the existence of a central entity responsible
for computing and keeping the routers updated with the
optimal routing tables at any given time.

5.2 Simulation results
5.2.1 Impact of the network size

First, we evaluated the impact of the network size on
the performance of each routing metric. We increased
the size of the network from 10 to 100 nodes with 5 traf-
fic flows of 20 pkt/s. The results obtained consist of an
average of 50 simulations over all the flows. Figures 2,
3, 4, 5 and 6 show the average end-to-end delay, the
average number of hops and the average loss probabil-
ity. We observe that overall NAVC performs poorly in
terms of delay and packet loss compared to the other

for all routing metrics 0.6

with increasing number 0 5'5_

of nodes ’
0.54

0.45
0.4
0.354
0.34
0.251
0.2
0.154
0.1
0.05

Packet loss probability

\, BLOCKING

\, ETX
\, HOPCOUNT
* 1AR
“,, METX
. MIC
NAVC
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Fig. 5 Closer look to the
packet loss probability
for the routing metrics
with increasing number of -
nodes (excluding NAVC) =
s \, BLOCKING
38 \ ETX
3 \, HOPCOUNT
g * AR
o “%, METX
o MIC

metrics implemented. Incorporating the value of the
network allocation vector in the metric computation
could theoretically provide some useful information on
the effective link share at each node since this para-
meter indicates the duration of the data transmission
to be initiated. We believe that the bad performance
of NAVC results from the way the threshold values
for heavy_node_number and nav_sum are computed.
These thresholds are solely predetermined based on
simulations without any strong justification supported
by analysis. Moreover the difference in link capacities is
not accounted for, nor are the traffic characteristics. As
the network size increases, the performance degrades
significantly, eventually leading to a situation in which
only flows for which the source and destination are
within direct reach of each other can successfully be
transmitted. This explains why the average path length
is significantly better for NAVC than for the other
metrics.

NAVC aside, we can observe that IAR performs
the best in terms of end-to-end delay (Fig. 3) and
packet loss probability (Fig. 5), followed closely by
Hop Count. Hop Count favors shortest paths but at

935
9]
Ky 3 p
S
© 2.5
-g \, BLOCKING
5 24 \ ETX
< \ HOPCOUNT
£1.51 " IAR
< “, METX
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Fig. 6 Path length with increasing number of nodes
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the expense of greater end-to-end delay and packet
loss probability, whereas IAR avoids highly congested
areas, which results in longer routing paths. In general,
routing implemented with Hop Count, Blocking Metric
or IAR results in path lengths on average 10 to 15%
shorter than with ETX, mETX or MIC.

We also looked at the per-flow performance and
computed Jain’s fairness index in a 50-node network
with 10 traffic flows (Fig. 7). We observe a fairer traffic
load distribution in the case of IAR, ETX, mETX
and MIC than with Blocking and Hop Count. This
results from the fact that Blocking and Hop Count
can lead to the starvation of some flows to the benefit
of others. This result is not surprising as IAR, ETX,
mETX and MIC favor less congested paths whereas
Hop Count and Blocking Metric favor shortest but
potentially more congested paths.

This first scenario demonstrates that IAR stands out
as the best solution as: 1/ it offers a better or similar
level of performance in terms of end-to-end delay and
packet loss as Hop Count and Blocking; 2/ it offers a
fairer load distribution than Hop Count and is easier to
implement than ETX, mETX or MIC.
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Fig. 7 Fairness analysis: we compute Jain’s fairness index for a
50-node network with 10 traffic flows (1 is the best value)
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Fig. 8 End-to-end delay 25

with increasing number
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5.2.2 Impact of the traffic load

In the second set of simulations, we studied how the
traffic load can impact the network performance by
progressively increasing the number of flows from 5 to
30 for a network of 50 nodes uniformly distributed over
a 2000 x 2000 m? area (Figs. 8, 9 and 10). As in the pre-
vious case, NAVC performs very poorly compared to
the other routing metrics. In terms of end-to-end delay
and packet loss, IAR still performs the best followed
by Hop Count and Blocking. Similarly to the previous
case, Hop Count leads to shorter paths than the other
routing metrics but IAR, ETX and MIC lead to a fairer
load distribution.

We ran similar experiments while increasing the size
of the topologies. We considered networks with 100
and 150 nodes and analyzed the resulting network per-
formance. As the path length increases, with a similar
number of flows, the probability of collision increases.
Therefore, flows on shorter paths have a greater chance
of being successfully transmitted. Hop Count, IAR
and Blocking Metric still perform the best in terms of
packet loss whereas ETX, mETX and MIC, although

15 20 25 30
Number of flows

trying to avoid congested areas, lead to a poor network
utilization by electing longer paths and therefore con-
tributing even more to the interference level.

We also analyzed the impact of the packet size on
the network performance. We ran the same sets of
simulations with packets of 1512 bytes. With only 5
flows, given the network characteristics, the network
gets immediately congested. The packet loss proba-
bility is in the order of 70% for 5 traffic flows and
goes over 80% with 30 flows. Moreover, if a packet
has to be retransmitted due to a collision, a greater
packet size incurs some extra delay for transmission
and consequently an increased end-to-end delay. When
the number of flows increases, similarly to the previ-
ous observation, the flows between the closest source-
destination pairs (1 hop away) are favored, starving the
other traffic flows. This is a direct consequence of the
way the MAC protocol has been designed. As the num-
ber of collisions increases, the backoff time (mandatory
waiting time before attempting another transmission)
exponentially increases. In addition, given the packet
size, retransmitting a packet due to a collision takes 3
times longer compared to the previous experiments.

Fig. 9 Packet loss with
increasing number of flows
for a 50-node network

Packet loss probability
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Fig. 10 Number of hops with increasing number of flows for a
50-node network

6 Conclusion

As user expectations for ubiquitous connectivity and
quality service increase, wireless mesh networks rep-
resent a promising solution. By extending network
coverage through the use of multi-hop wireless commu-
nication, WMNs offer versatility, along with easy and
inexpensive deployment. However, routing in such net-
works is a challenging research issue with tremendous
impact on network performance, particularly when in-
terference is considered. With both self-interference
between hops along the same path, and interference
between different paths, it is important that the rout-
ing protocol integrate these effects into the routing
decision.

In this paper, we have considered the abilities of
various routing metrics to address interference issues
in a WMN. The different metrics utilize different types
and degrees of network state information. Some are
simple (e.g. Hop count, Blocking), others are more
sophisticated (e.g mETX or MIC). While the more
advanced approaches directly consider interference is-
sues, they also require more complex network state
information. This can be costly to obtain and maintain,
with overhead of control messages competing with data
transmissions.

The performance of six popular routing metrics has
been studied using simulation. The impact of network
size and traffic loads were evaluated in terms of end-to-
end delay, packet loss, and path length. These studies
have demonstrated that despite the consideration of in-
terference, the sophisticated metrics fail to consistently
outperform the simple approaches. In fact, in many sce-
narios, particularly as traffic increases, the performance
of the advanced metrics suffers. However, it appears
that the simple approaches are inherently unfair.

Based on these observations, we have proposed a
novel Interference-Aware Routing metric (IAR). IAR

allows a node to estimate its effective share of the
link capacity using local measurements. This approach
accounts for intra- and inter-flow interference, as well
as packet loss resulting from poor channel quality. The
simulation results demonstrate that IAR outperforms
hop count in many scenarios, particularly in terms of
end-to-end delay. It does so, while maintaining a much
fairer delivery of packets.

We believe that this work motivates the need for
further work into developing an appropriate routing
metric for WMNSs. IAR demonstrates that such a met-
ric can outperform the simple approaches, despite the
additional overhead costs involved in collecting the re-
quired information. However, we intend to continue to
investigate how channel quality can be accurately eval-
uated and incorporated into the metric. Additionally,
the use of multiple channels and support for channel
diversity must be considered in continuing to develop
an interference-aware metric.
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