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Abstract—Recently, operators have resorted to femtocell net-
works to enhance indoor coverage and increase system capac-
ity. Nevertheless, to successfully deploy such solution, efficient
resource-allocation algorithms and interference mitigation tech-
niques should be deployed. The new applications delivered by
operators require large amounts of network bandwidth. Although,
some customers may want to pay more in exchange for a better
quality of service (QoS), some others need fewer resources and
can be charged accordingly. Hence, we consider an orthogonal
frequency-division multiple-access (OFDMA) femtocell network
serving both QoS-constrained high-priority (HP) and best-effort
(BE) users. Our objective is to satisfy a maximum number of
HP users while serving BE users as well as possible. This mul-
tiobjective optimization problem is NP-hard. For this aim, we
propose in this paper a new resource-allocation and admission
control algorithm, which is called QoS-based femtocell resource
allocation (Q-FCRA), based on clustering and taking into ac-
count QoS requirements. We show through extensive network
simulations that our proposal outperforms two state-of-the-art
schemes [centralized-dynamic frequency planning (C-DFP) and
distributed random access (DRA)] and our previous proposal,
i.e., femtocell resource allocation (FCRA), in both low- and high-
density networks. The results concern the throughput satisfaction
rate, spectrum spatial reuse, the rate of rejected users, fairness,
and computation and convergence time.

Index Terms—Clustering, femtocells, orthogonal frequency-
division multiple access (OFDMA), performance evaluation,
quality-of-service (QoS) support, resource allocation.

I. INTRODUCTION

F EMTOCELLS have recently appeared as a viable solu-
tion to enable broadband connectivity in mobile cellular

networks. Instead of redimensioning macrocells at the base
station level, the modular installation of short-range access
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points can grant multiple benefits, provided that interference is
opportunely managed. Technically, femtocells—referred to as
femto access points (FAPs)—can drastically increase download
capacity, with a much higher throughput, while offloading
the macrocells, under a maximum range of a few hundred
meters.

Nevertheless, the design of a large femtocell network faces
technical challenges mainly arising from its coexistence with
the cellular network, most notably, resource allocation and
interference management. The important question to answer is
that, for different network densities and different sources of
interference, how can available radio resources be efficiently
distributed among FAPs and the macrocell, while satisfying
desired performance criteria.

There are typically two types of resource-allocation schemes
that account for macrocell and femtocell coexistence: shared-
spectrum [2]–[7] and split-spectrum [8]–[13] schemes. In the
first case, femtocells use the same frequency band as macro-
cells. This results in a more dynamic resource allocation, but
the interference from macrocells may seriously degrade the
performance. Indeed, with a shared spectrum, femtocells lose
the original advantages of resource reuse, as demonstrated in
[14]. In addition, coordination mechanisms between FAPs and
macrocells are needed to manage cross-layer interference. Such
mechanisms may add scalability and security issues and may
be counterproductive whenever there is limited availability of
backhaul bandwidth [11].

On the other hand, in the case of split-spectrum schemes,
FAPs use different frequency bands than those employed by
macrocells, which can drastically simplify the interference
management and resource allocation. It has been shown in [11]
that, under an adaptive split-spectrum approach, it is possible
to reach optimal area spectral efficiency. Although there are
methods proposed to alleviate the macro–femto interference,
interference mitigation between femtocells has not drawn much
attention and, thus, forms the focus of this work. In particular,
congestion cases in which femtocell demands exceed the avail-
able bandwidth pose an important challenge.

There are mainly three strategies for femtocell access,
namely, closed-, open-, and hybrid-access strategies [15]. A
femtocell in a closed-access mode can only be accessed by
authorized femtocell users. The restriction is considered be-
cause the performance of a subscribed femtocell user can be
degraded if the resources of the femtocell are shared with other
nonsubscribed users in the environments where the capacity of
wireless links or backhaul is limited. On the other hand, the
open-access mode allows arbitrary nearby users to access the
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FAPs with no restrictions. In a hybrid-access mode, a limited
amount of the FAP resources are available to all users, whereas
the rest are operated in a closed-subscriber-group manner. Some
previous works [16], [17] have shown that the deployment of
open- or hybrid-access femtocells can improve the system-wide
performance. Hence, in this paper, we consider such access
methods.

In this context, we propose in this paper a new resource-
allocation and admission control algorithm, which is called
quality of service (QoS)-based femtocell resource alloca-
tion (Q-FCRA), taking into account user QoS requirements.
Q-FCRA relies on our previous work [18], where we proposed
a cluster-based resource-allocation algorithm for orthogonal
frequency-division multiple-access (OFDMA) femtocell net-
works, without taking into account QoS differentiation be-
tween users. In this paper, we extend our previous proposal
[18] to support QoS. Indeed, we propose to distinguish be-
tween home femto-users and roaming femto-visitors in the
resource-allocation process. The former users, which are re-
ferred to as high-priority (HP) users, have a strictly higher
priority than the latter users, which are referred to as best-
effort (BE) users. Our objective is thus to associate the best
spectrum set of frequency/time resources with each FAP to
maximize the number of satisfied HP users and serve as better
as possible the BE users. To achieve this, we formulate the
joint resource-allocation and admission control problem as
a multiobjective optimization problem. The first objective is
to maximize the set of admitted HP users to guarantee the
feasibility of the allocation problem. The second objective is
to allocate as better as possible the remaining resources to BE
users.

To gauge the effectiveness of our proposal, we compare
the Q-FCRA algorithm with two prominent existing strategies:
centralized-dynamic frequency planning (C-DFP [8]) and dis-
tributed random access (DRA [10]), as well as our previous
work (FCRA [18]). Evaluation and comparison metrics include
the satisfaction rate of the required throughput, spectrum spatial
reuse (SSR), rate of rejected users, fairness, and computation
time. We first study the benefit of Q-FCRA when the users are
static using several arbitrary FAP topologies and under various
interference scenarios. Then, we incorporate user mobility to
show its impact on the proposed scheme. For this purpose,
we propose a new indoor mobility model, which is formulated
as a three-state Markov chain, namely, “Static,” “Move,” and
“Off” states, between which a user alternates. To the best of our
knowledge, we are the first to introduce such mobility model in
the femtocell performance analysis. The obtained results show
that Q-FCRA outperforms existing approaches in both static
and mobile environments and under various network densities
and interference scenarios.

The remainder of this paper is organized as follows:
Section II presents an overview of related works. In Section III,
we present the network and mobility models and formulate
our joint resource-allocation and admission control problem.
Section IV introduces the Q-FCRA algorithm, followed by a
description of the evaluation metrics in Section V. Simulation
results are presented in Section VI. Finally, Section VII con-
cludes this paper.

II. RELATED WORK

Resource allocation in OFDMA femtocell networks has
recently received significant attention. The general objec-
tive pursued is the computation of efficient allocation of
time–frequency resource blocks, while accounting for cross-
layer interference (interference between the macrocell and
FAPs) and colayer interference (interference between FAPs).

As stated earlier, two main directions are evidenced: shared-
spectrum and split-spectrum schemes. In the first, cross-layer
interference needs to be managed; a proposal in this direction
is [6], where Lien et al. present a cognitive approach for
interference mitigation between the macrocell and FAPs and
a game-theoretic strategy to distribute the remaining resources
among FAPs. They also consider QoS guarantees in terms of
delay constraints for user’s applications. However, cognitive
radio still present design issues in the implementation of the
required functions, since additional hardware support in both
macrocells and FAPs is required. In the second direction, an
orthogonal channel assignment eliminates cross-layer inter-
ference by dividing the spectrum into two independent frag-
ments. A number of related proposals have been made in the
literature.

In [8], Lopez-Perez et al. outline the requirements of two
centralized approaches, namely, orthogonal assignment algo-
rithm and C-DFP. In the first approach, the spectrum is divided
into two independent sets SM and SF used by the macrocells
and femtocells, respectively, to maximize the satisfaction of the
required QoS. However, this scheme does not take into account
the femto-to-femto interference, which remains an important
issue for indoor performance, particularly when femtocells are
densely deployed. For C-DFP, a subchannel broker receives de-
mands and interference information from the femtocells and/or
the macrocells, to compute the best resource allocation; the
tradeoff is between optimality and computational complexity.
This scheme can easily converge to the optimum. However, it is
practicable only for small-sized femtocell networks.

A fractional frequency reuse technique that adjusts the fre-
quency reuse factor to alleviate interfemto interference is pre-
sented in [9]. In this case, femtocells are grouped depending on
the amount of reciprocal interference by a centralized femtocell
gateway that determines the minimum number of orthogonal
subchannels for each group and adjusts the transmit power
of each femtocell based on the received signal strength. In
[19], the fractional reuse approach is analyzed. Two zones,
i.e., an interior and an exterior, and a number of reserved
channels for each femtocell are then required. It is shown that
the computation of the zone boundary depends on an effective
signal-to-interference-plus-noise ratio (SINR) calculation.

Sundaresan and Rangarajan in [10] propose a distributed
resource-allocation algorithm, namely, DRA, which is more
appropriate for medium-size networks. The resources are split
between macrocells and femtocells based on the gradient
ascent/descent heuristic. Once the resource set dedicated to
femtocells is determined, each femtocell locally runs DRA to
reserve a set of resources using a randomized hashing function.
To do so, each femtocell divides the resources into blocks
proportional to the number of interfering neighbors. It is shown
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that this algorithm is fully distributed with an acceptable worst
case performance guarantee.

Similarly, Chandrasekhar and Andrews in [11] propose a
decentralized Frequency-ALOHA, F-ALOHA spectrum allo-
cation strategy for two-tier cellular networks. The proposal
is based on a dynamic partition of the spectrum between the
macrocell and femtocells. Once computed, each femtocell ac-
cesses a random subset of the candidate frequency subchannels.
The probability to reserve a subchannel depends on the set of its
interfering femtocells. It is shown that this approach optimizes
the area spectral efficiency. However, one should note that due
to their pseudo-random nature, these two approaches (i.e., [10]
and [11]) cannot guarantee QoS in a realistic scenario.

In [12], Garcia et al. propose a fully distributed and scalable
algorithm for interference management in LTE-Advanced envi-
ronments, namely, Autonomous Component Carrier Selection
(ACCS). In this method, each FAP always has one active
component carrier, denoted by the primary component carrier,
which is selected according to the computed path loss. If the
offered QoS in terms of bandwidth is not sufficient, a FAP tries
to reserve more carrier components (i.e., secondary component
carrier) without deteriorating the QoS of neighboring FAPs. It
has been shown that ACCS improves the experience of all users
without compromising the overall cell capacity. However, the
scheme is highly correlated with environmental sensing since it
mainly relies on measurement reports. In addition, ACCS does
not allocate time–frequency slots but only subcarriers, which
can be expensive and penalizing in terms of bandwidth.

Arslan et al. in [13] present a femtocell resource manage-
ment system for interference mitigation in OFDMA networks,
namely, FERMI. It is composed of two functional modules.
The first module uses coarse-level measurements to classify
clients into two categories: those that need resource isolation
(i.e., need orthogonal subchannels) and those that do not. The
second module assigns OFDMA subchannels to the different
femtocells in a near-optimal fashion.

So far, the aforementioned schemes have not taken into
account QoS differentiation between users. However, some
studies in standard cellular systems and, recently, in femto-
cell networks have considered QoS-aware resource-allocation
algorithms. A selection of relevant works is discussed in the
following.

Ergen et al. in [20] consider the problem of assigning a set of
subcarriers and determining the number of bits to be transmitted
for each subcarrier. They introduce an iterative multiuser bit and
power allocation scheme to meet the QoS requirements. Their
objective is to minimize the total transmit power by allocating
subcarriers to the users and then determine the number of bits
transmitted on each subcarrier.

In [21], Choi et al. develop a QoS-aware selective feedback
model where each user chooses those channel sets that meet
its QoS requirements by exploiting user diversity. Given the
feedback channel sets for each user, the base station distributes
channels to each user. Their objective is to maximize the
number of users or the sum of users’ utility values.

Both subcarrier and power-allocation methods are also pre-
sented in [22], where users are differentiated by service type to
fulfill the QoS requirements. In this case, the aim is to minimize

Fig. 1. Network and mobility models.

the power sum required to satisfy all HP users so that the power
dedicated to BE users is maximized. However, such scheme
needs network coordination between base stations to improve
users’ performance at cell borders.

Recently, Liang et al. in [23] have proposed a greedy algo-
rithm for physical resource block allocation with QoS classes
for different services. The proposed approach assumes the use
of a central controller and gateway, i.e., the so-called FMS,
coordinating network access for femto installations and respon-
sible for resource allocation. However, as in [8], it is practicable
only for small-sized femtocell networks. In addition, for 3GPP
LTE specification [24], i.e., the Long-Term Evolution femto
radio nodes (e)HomeNodeB, the gateway network element is
optional with respect to the connection to the management plat-
form. This fact strengthens the need for self-organizing man-
agement and optimization technology, as shown in our study.

To this end, we propose in this paper a joint resource-
allocation and admission control strategy for femtocell
networks, which provides QoS guarantees for HP users and
maximizes the throughput for BE users. We formulate the
problem as a multiobjective optimization problem, and to solve
it, we use the concept of irreducible infeasible set (IIS) mini-
mizing the sum of elastic variables for HP users and a Min–Max
optimization problem for BE users (see Section IV-B).
It is worth noting that, while the adaptive split-spectrum ap-
proach [11] is used to determine the best allocated resources
dedicated to femtocells, our approach is used to optimize the
resource distribution among femtocells. Both approaches are
complementary and needed to achieve a fair resource allocation
across the entire network with high spatial reuse.

III. SYSTEM MODEL

Here, we first define the network and mobility models used
in our analysis; then, we formulate our joint resource allocation
and admission control as a multiobjective optimization problem.

A. Network Model

We consider an OFDMA (e.g., LTE) femtocell’s network
consisting of several FAPs representing residential or enter-
prise networks, as shown in Fig. 1. As in [8], [10], [11],
[13], and [23], we adopt an orthogonal channel assignment
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that eliminates the cross-layer interference between femtocells
and the macrocell. In our study, we focus on the downlink
communications based on OFDMA, whose frame structure can
be viewed as time–frequency resource blocks, which are also
called tiles.

A tile is the smallest unit of resource that can be assigned
to a user and corresponds to 0.5-ms and 180-KHz frequency
band. According to the LTE specification [24], scheduling is
done on a subframe basis for both the downlink and the uplink.
Each subframe consists of two equally sized slots of 0.5 ms
in length. A certain number of users attach to each FAP;
user demands represent the required bandwidth, expressed in
number of required tiles. The relation between required tiles of
user u (Du) and the throughput requirement (TP req

u ) can be
written as follows:

Du =

⌈
TP req

u

ψ · effu

⌉
(1)

where ψ = (SCofdm · SYofdm)/Tsubframe is a fixed param-
eter that depends on the network configuration; SCofdm

and SYofdm are the numbers of subcarriers and symbols
per tile, respectively; and Tsubframe is the frame duration
in time units. In the LTE specification [24], SCofdm = 12,
SYofdm = 7, and Tsubframe = 0.5 ms. Parameter effu is the
efficiency (bits/symbol) of the used modulation and coding
scheme (MCS).

In this paper, for simplicity, we consider a fixed transmission
power for all FAPs, as in [8], [10], [11], [13], and [23]. In addi-
tion, we do not consider adaptive MCS. Indeed, our aim is not
to show the effectiveness of using link adaptation in our cluster-
based approach but rather to study how the tiles are effectively
assigned to femto-users, taking into account QoS requirements
and interference levels. Note that using link adaptation will
further enhance the performance of our approach. This will be
explored in a future work.

In our study, two types of users are considered: HP users who
require a certain QoS guarantee in terms of bandwidth and BE
users. Note that the differentiation between users is not based
on the different QoS demands. Instead, users are differentiated
based on parameters such as the plan they subscribe with the
operator; or if they are the owner of the FAP (i.e., home
femto-users) compared with a visitor connecting to a FAP (i.e.,
roaming femto-visitors) in open or hybrid access. In this case,
home femto-users have a strictly higher priority than roaming
femto-visitors.

As previously mentioned, in urban dense environment, we
expect that, often, the sum of demands of the FAPs exceeds
the available resources. Therefore, our objective is to find, for
such contention situations, an effective resource allocation that
takes care of throughput expectations while controlling the
interference between femtocells and, at the same time, taking
into account the QoS requirements of both HP and BE users.
It is worth noting that HP users of the network have fixed
QoS requirements. Since the total amount of network resources
is limited, an admission control strategy for HP users is then
needed. An HP user is indeed admissible only when the network
has sufficient resources to meet the QoS requirements.

It is worth noting that this QoS differentiation between users
can be adopted even in close subscriber group (CSG) access
method. Indeed, according to the 3GPP technical report [25],
to mitigate FAP interference and to prevent free FAP usage by
neighbors, one option is to change the CSG ID dynamically
between its default CSG ID (which is assigned when it is
deployed) and a dedicated CSG ID (which is configured by the
operator). In this case and as reported in [25], the closed-access
FAP becomes accessible to each passing-by user, for a period
of time, thus alleviating its interference with the macrocell.
However, one should note that, in this case, a QoS-aware
resource allocation is required to differentiate between home
femto-users and passing-by femto-visitors.

B. Mobility Model

We propose a mobility model to represent indoor user move-
ment. The proposed model consists of three states/phases,
namely, “Static” (S), “Mobile” (M), and “Off” (O) states,
between which a user alternates. State “O” means that a com-
munication session is terminated. In states “S” and “M,” a user
is able to send/receive data to/from its associated femtocell.
Our indoor mobility model can be represented by the simple
three-state Markov chain shown in Fig. 1, where the movement
performed in state “M” follows a random walk [26]. Transition
probabilities control the users’ mobility rate, the session dura-
tion (SD), and the network load. Indeed, p3 and p6 control the
SD, and p7 determines the network load. On the other hand,
by varying probabilities p1, p2, p4, and p5, several mobility
rates can be achieved, as reported in Fig. 1. These parameters
can be used by Q-FCRA in the determination, for instance,
of the intracluster resource-allocation computation epoch (see
Section IV-B).

C. Problem Formulation

Let F be the set of FAPs, H the set of HP users, and B the
set of BE users in the network. Moreover, let If and Iu be
the set of interfering femtocells of the FAP F and the interfering
set of user u, respectively. More precisely, If corresponds to
the set of femtocells composed of F and the femtocells causing
interference to F . This set is determined using the minimum
required SINR values and the indoor path loss model. Indeed,
each user within the FAP F boundary calculates the ratio of
the received signal from F to the signals received from all
surrounding/neighboring FAPs. If this ratio is lower than the
minimum required SINR, the user notifies its serving FAP.
The corresponding neighboring FAPs will be then considered
as interferers for F and will belong to If . Note that user v
interferes with user u and should not be assigned the same
resources (i.e., tiles) if u and v are attached to the same FAP
or user v belongs to a different FAP that creates interference on
user u. Hence, the set Iu can be written as follows. For each
user u attached to the FAP F , Iu = {v �= u|v ∈ F ∪ If}. It
is worth noting that users use the received SINR to calculate
the channel quality indicator they report to the network. Based
on these measurement reports, a FAP can decide to reallocate
the tile or, in the case of using link adaptation, allocate a
different MCS.
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In addition, we denote by Du
HP and Dv

BE the traffic demand
of HP user u ∈ H and BE user v ∈ B, respectively. We also
define for each HP user u (respectively, BE user v) the bi-
nary resource-allocation vector, denoted by Δu

HP (respectively,
Δv

BE), with 1 or 0 in position j according to whether tile j is
used or not.

As stated earlier, our objective is to find the optimal resource
allocation of a set of tiles in each FAP to deliver users’
data, while minimizing the interference between FAPs and, at
the same time, providing QoS guarantees for HP users and
maximizing the throughput for BE users. Due to the limited
network capacity, if the QoS requirements of HP users exceed
the available resources, then satisfying all HP users becomes
infeasible. Hence, we first define the set of admitted HP users
in the network, which is denoted by H∗ ⊆ H, for which the
QoS requirements are fully satisfied. Our first objective will be
then to maximize the cardinality of set H∗.

In addition, for each BE user v, we define a variable
GBE(v), which represents the gap between the required and
the allocated resources of v. That is, GBE(v) = (Dv

BE −∑M
j=1 Δ

v
BE(j)/D

v
BE), where M denotes the number of avail-

able resources (i.e., tiles) in the network. Our second objective
will be then to minimize the maximum value of GBE. As such,
we will guarantee a certain degree of fairness while serving
the maximum number of BE users, as will be shown in the
simulation results in Section VI. Given the set of interfering
users Iu, our joint resource-allocation and admission control
problem for HP and BE users can be formulated as shown in
Problem 1.

Problem 1 Joint resource allocation and admission control
for HP and BE users

max |H∗|
min[maxv∈B GBE(v)]
subject to:
(a) ∀u ∈ H∗ :

∑M
j=1 Δ

u
HP(j) = Du

HP

(b) ∀v ∈ B :
∑M

j=1 Δ
v
BE(j) ≤ Dv

BE

(c) ∀j = 1, . . . ,M ,
∀u ∈ H∗ ∪ B, ∀v ∈ Iu, : Δu

. (j) + Δv
. (j) ≤ 1

(d) ∀j, ∀u ∈ H∗ ∪ B : Δu
. (j) ∈ {0, 1}

In this problem, condition (a) denotes that the resource
scheduler must guarantee that admitted HP users are fully
satisfied. Condition (b) denotes that BE users cannot obtain
more than the required data rate. Inequality (c) ensures that
two interfering users cannot use the same tiles. Condition
(d) indicates that Δ.(j) is a binary variable.

Problem 1 is a multiobjective optimization problem and has
been proved to be NP-hard [27]. To solve it, we propose first
to subdivide it into subproblems by means of clustering. The
corresponding problem will then be sequentially solved. That
is, we will try to satisfy HP users first and then resolve for
BE users with the remaining resources. This approach dras-
tically reduces the time complexity of the resource-allocation
problem and implies successive provisioning steps, as described
in Section IV.

Fig. 2. Flowchart of Q-FCRA.

IV. PROPOSAL: QOS-BASED FEMTOCELL RESOURCE

ALLOCATION ALGORITHM

Here, we present our Q-FCRA algorithm for OFDMA femto-
cell networks. Similar to [18], Q-FCRA consists of three main
stages: 1) cluster formation; 2) intracluster resource allocation;
and 3) intercluster resource contention resolution (see flowchart
in Fig. 2). In what follows, we present these three stages
focusing, in particular, on the second stage.

A. Cluster Formation

When powered on, a FAP will listen to surrounding trans-
missions (i.e., neighboring FAPs’ control channel and reference
signal transmissions) and gather information through measure-
ments collected from users attached to it or via a receiver
function within the FAP, which is also called “Sniffer” [25].
Based on this information, the FAP F can compute the number
of interfering femtocells (i.e., |If |, called interference degree)
and transmit it along with its physical cell identity to each one
of them.1 Therefore, each FAP will have a list containing the
interference degree of neighboring femtocells and will decide
whether it is a cluster head (CH) or is attached to a neighboring
cluster. The CH election algorithm can be described as follows.

• Each femtocell elects the CH as the one with the highest
interference degree among its one-hop neighbors.

• If it is not a CH itself, the femtocell acts as a cluster
member (CM) of a CH chosen by its immediate neighbors.

• If more than one unique CH is chosen by the neighboring
femtocells, the one with the highest interference degree
is elected as the CH to minimize the collision of tiles
between femtocells (if equal degrees, a random tie-break
is used).

• If no CH is chosen by the neighboring femtocells (i.e.,
all neighbors act as CMs and are already associated to
other clusters), the femtocell is attached to the cluster of
the neighbor with the highest interference degree. It is

1The information exchange can be done using “over-the-air via UE” ap-
proach, as detailed in the 3GPP technical report [25].
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worth noting that to avoid large cluster size due to the
attachment of such femtocells to neighboring clusters, we
set a threshold on its size denoted by CSth. When the
threshold is reached, the corresponding femtocell will act
as an isolated CH.

The cluster formation stage is more formally described by the
pseudocode in Algorithm 1. It is worth noting that the formation
of a given cluster is renewed only when the interference caused
by users’ mobility exceeds a given threshold, as shown in
the flowchart in Fig. 2 (in our simulations, this threshold is
set to 5 dB). In addition, we note that time synchronization
between femtocells is necessary to enable accurate resource-
allocation decisions. The most and simple used one is timing
from the Internet. Indeed, once turned on, and before initiating
any communication, femtocells get synchronized to the cel-
lular core network using an asymmetric communication link,
such as DSL technologies, due to an enhanced version of
IEEE 1588 [28].

Algorithm 1 Cluster Formation Algorithm for a given Clus-
ter Size threshold (CSth) - Femtocell Fa

Fa establishes a list of interfering neighbor femtocells;
Fa sends the list to its one-hop neighbors through a backhaul
link;
if Fa has the highest degree of interfering neighbors then
Fa elects itself as a CH and informs its one-hop neighbors;
Set property IsClusterHead = True;
Set Cluster Size CSa = 1;

else
if Fa has neighboring CHs then

Sort the list of neighboring CHs decreasingly according
to their interference degree;
Fa selects the first from the list (i.e., the highest interfer-
ing neighbor CH), Fb;
if CSb ≤ CSth then

Fa attaches to the cluster administrated by Fb;
Set property HasClusterHead = True;
CSb = CSb + 1;

else
Remove Fb from the list;
if the list �= Null then

Go to step 10;
else

Go to step 30;
end if

end if
else

Fa selects the highest interfering neighbor femtocell
and sends attachment request to its corresponding
CH, Fc;
if CSc ≤ CSth then
Fa attaches to the cluster administrated by Fc;
Set property HasClusterHead = True;
CSc = CSc + 1;

else
Fa acts as an isolated CH;

end if
end if

end if

B. Intracluster Resource Allocation

Once the femtocell network is partitioned into clusters, the
second step is to jointly allocate resources to all FAPs within
each cluster, taking into account QoS requirements of attached
users. To achieve this, each CM reports to its corresponding CH
the required resources to satisfy its user’s demands. Then, each
CH tries to individually resolve the original problem (Problem
1) for every epoch δt, since it depends on the arrival/departure
process of end users residing in the cluster. Note that the
envisioned order of an epoch could be minutes, hours, or days,
depending on whether the mobility of femtocell users within a
cluster is globally high, medium, or low. δt can be expressed as
follows:

δt = ΠS × 1/μ (2)

where ΠS denotes the steady-state probability for state “S” of
the Markov chain shown in Fig. 1, and 1/μ is the mean sojourn
time of a femto user within its corresponding FAP.

A good solution of the original problem could be attained
by sequentially resolving the two objectives of Problem 1. In
the following, we present our approach to resolve the resource-
allocation problem for HP users first and then for BE users.
It is worth noting that, since the obtained clusters’ size is not
large (in our simulations, CSth = 10), the CH resolution using
a solver such as “IBM ilog cplex” [29] would still converge
within a short time period (as will be shown in the simulation
results in Section VI). This allows femtocells to serve their
attached users in a timely manner.

1) HP Users Admission Control and Resource Allocation:
As stated earlier, we need to choose a subset of HP users for
which the allocation problem is feasible. Since the objective is
to maximize the number of satisfied HP users, the cardinality
of such a subset has to be the maximum of all such subsets.
This problem is equivalent to the IIS problem. An IIS is an
infeasible set of constraints of which any proper subset is
feasible. That is, if we remove any one constraint from an IIS,
the IIS will be feasible. In linear programming, this set is often
difficult to determine. Hence, a useful approach called “elastic
programming” was introduced by Brown and Graves [30]. It
consists of adding an extra “slack” variable allowing constraints
to “relax” to increase the feasibility region. In other words, if an
HP user cannot fulfill its demands with the available resources,
it will use a certain elastic variable to complete its requirements.
Thus, for each HP user u, we introduce an elastic variable eu.
To locate the inconsistent constraints, Chinneck and Dravnieks
[31] proposed to create a new objective function—minimize
the sum of elastic variables—and then perform “filter-
ing,” where the constraints having elastic variables greater
than zero form the set of inconsistent constraints. Hence,
the optimization problem for HP users will be formulated
as follows:
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Problem 2 Minimize the sum of elastic variables for HP
users

min
∑

u∈H wu × eu
subject to:
(a) ∀u ∈ H :

∑M
j=1 Δ

u
HP(j) + eu ≥ Du

HP

(b) ∀j, ∀u ∈ H, ∀v ∈ Iu : Δu
HP(j) + Δv

HP(j) ≤ 1
(c) ∀u ∈ H : eu ≥ 0

In Problem 2, H represents the set of HP users within the
cluster, and wu ∈ 
+ are weighting coefficients used to set
priority levels between different HP users. When wu = 1, ∀u,
then all users are given equal priority.

Note that an optimal value of an elastic variable e∗u should
be zero for the corresponding HP user to be fully satisfied.
On the other hand, a nonzero solution indicates the need for
more resources than available in the network to satisfy the cor-
responding HP user. Therefore, we will admit into the network
only those HP users whose corresponding elastic variables eu
reach zero. The complete resolution algorithm for HP users
is described as follows and is represented in the flowchart in
Fig. 2.

• First, each CH resolves Problem 2 for all HP users within
the cluster.

• Then, we determine set S of HP users for which the elastic
variables are greater than zero.

• The power set of S , which is denoted by P(S),
is generated. It is composed of all subsets of S .
That is, assuming S is a finite set with cardinal-
ity |S| = n, then P(S) is finite, and its cardinality
|P(S)| = 2n. For example, if S = {1, 4, 6} representing
HP users with nonzero elastic variables, then P(S) =
{{1}, {4}, {6}, {1, 4}, {1, 6}, {4, 6}, {1, 4, 6}}.

• Afterward, Q-FCRA removes the elements X within P(S)
one at a time starting with the lowest cardinality subsets
and resolves Problem 2 for the remaining set H∗ of HP
users, where H∗ = H−X .

• If
∑

u∈H∗ wu × eu > 0, the previously removed element
is reinserted, since its removal did not allow the feasibility
of the problem, and the next element within P(S) is
removed. Problem 2 is resolved again on the new set H∗.

• The process is stopped if
∑

u∈H∗ wu × eu = 0.

At the end of this process, set H∗ of admitted HP users (for
which the original problem is feasible) and the corresponding
allocation matrix AHP of dimensions |H∗| ×M are deter-
mined. The next step is now to allocate the remaining resources
to BE users.

2) BE Users Resource Allocation: The set of tiles that BE
users can have access to depends on the allocation of interfering
HP users within the cluster. Thus, we denote by IBE,HP the
interference matrix of dimensions |B| × |H∗| between BE and
admitted HP users, with 1 or 0 in position (m,n) according to
whether BE user m interferes with HP user n or not. (Note that
B represents in this case the set of BE users within the cluster.)

The resulting matrix RBE = IBE,HP ×AHP of dimensions
|B| ×M can be calculated such that in position (i, j), rij =

∑|H∗|
k=1 IBE,HP(i, k)×AHP(k, j). Hence, its complementary

matrix RBE can be defined as

rij =

{
1, if rij = 0
0, if rij ≥ 1.

Note that rij = 1 indicates that tile j can be allocated to BE
user i. Hence, the BE users resource-allocation problem can be
formulated as follows:

Problem 3 Resource allocation for BE users

min[maxi∈B GBE(i)]
subject to:
(a) ∀ i ∈ B :

∑M
j=1 Δ

i
BE(j) ≤ Di

BE

(b)∀ j = 1, . . . ,M ,
∀ i ∈ B, ∀ k ∈ Ii : Δi

BE(j) + Δk
BE(j) ≤ 1

(c) ∀ j = 1, . . . ,M, ∀ i ∈ B : Δi
BE(j) ≤ rij

where condition (c) ensures that a BE user cannot use the same
tile as an interfering HP user.

C. Intercluster Resource Contention Resolution

According to the previous stage, users at the edge of two
neighboring clusters might still interfere when they operate on
the same resources. This could indeed happen since each CH
resolves the resource-allocation problem independently from its
neighboring clusters. Consequently, two interfering femtocells
attached to different clusters could use the same allocated tile.
To resolve such collisions, a simple yet efficient mechanism can
be realized and described as follows.

• Each user suffering from contention will send a feedback
report (as of 3GPP specifications [25]) to its associated
femtocell to notify it about the collision on the selected
tile.

• Each femtocell tries to resolve contention on the collided
tiles by sampling a Bernoulli distribution. Accordingly, it
decides whether the attached user would keep using the
tile or would remove it from the allocated resources.

It is worth noting that if collision occurs, Q-FCRA converges
to a stationary allocation within a short time period, as will
be shown in Section VI. This makes our solution practically
feasible.

V. PERFORMANCE METRICS

The performance of our proposal is evaluated considering
the following QoS metrics: rate of rejected users, throughput
satisfaction rate (TSR), SSR, fairness, and computation time.

A. Rate of Rejected Users

This metric represents the percentage of HP and BE users not
admitted into the network. Recall that, once accepted, HP users
are completely satisfied, whereas for BE users, their satisfaction
degree will be maximized.
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B. TSR

TSR denotes the degree of satisfaction of a user with respect
to the requested resources. For each user u attached to a FAP
Fa ∈ F , TSR(u) is defined as the ratio of the allocated number
of tiles to the requested tiles and can be expressed as follows:

∀ u, TSR(u) =

⎛
⎝ M∑

j=1

Δu
. (j)

⎞
⎠/

Du
. . (3)

For a network with N users, the TSR metric can be thus
given by

TSR =
∑
u

TSR(u)/N. (4)

C. SSR

SSR denotes the average portion of FAPs using the same tile
within the network. Therefore, it is defined as the mean value
of tiles’ spatial reuse. The SSR metric can be thus expressed
as follows:

SSR =
1

M × |F|

M∑
k=1

∑
u∈H∪B

Δu
. (k). (5)

D. Fairness

Fairness is evaluated in terms of the fairness index [32],
which determines how fairly the resources are distributed
among N existing users. It is expressed as follows:

β =

(
N∑

u=1

TSR(u)

)2/(
N ·

N∑
u=1

TSR(u)2

)
. (6)

E. Computation and Convergence Time

This is the time needed for the system to resolve the resource-
allocation problem (using a solver) for both HP and BE users
and converges to a stationary allocation (i.e., no resource con-
tention). Recall that, in both FCRA and Q-FCRA, a Bernoulli
distribution is used to resolve resource contention between
users. In what follows, we give an analytical expression of the
convergence time for both FCRA and Q-FCRA schemes.

Let C be the set of remaining collided tiles after an iteration
k, and n the number of interfering femtocells that use the same
tile i ∈ C. Moreover, let p be the probability of success of the
Bernoulli distribution.

The probability of resolving the collision on tile i can be
formulated as

qn = n× p× (1 − p)n−1 + (1 − p)n. (7)

Given the number of collided tiles m = |C| at the end of
iteration k, the probability of convergence (denoted by Pc) at
iteration k + 1 can be recursively expressed as follows:

Pc(k + 1,m) =

m−1∑
i=1

(
m

i

)
qin(1 − qn)

m−i × Pc(k,m− i)

+ (1 − qn)
m × Pc(k,m) ∀ k ≥ 1

Pc(1,m) = qmn . (8)

Hence, the average convergence time can be given by

Conv_time =
∞∑

k=1

k × Pc(k,m). (9)

VI. PERFORMANCE EVALUATION

Here, we evaluate the efficiency of our proposal under vari-
ous interference scenarios and FAP densities. C-DFP [8], DRA
[10], and FCRA [18] schemes are used as benchmarks to which
the Q-FCRA potential benefits are compared. The reported
results are obtained using the solver “IBM ilog cplex” [29].
The number of users in each FAP and their traffic demands
are varied at each simulation. We consider a typical OFDMA
frame (downlink LTE frame) consisting of M = 100 tiles, as
in [10]. This corresponds to a channel bandwidth of 10 MHz,
which is most commonly used in practice (i.e., 50 tiles in the
frequency domain) and one subframe of 1 ms in length (i.e.,
two time slots).

We consider different network sizes: 50 and 200 FAPs, repre-
senting low- and high-density networks, respectively. The FAPs
are randomly distributed in a 2-D 400 m × 400 m area, with
one FAP randomly placed in a 10 m × 10 m residence. Note
that some of the residences might not have a FAP or the FAP
might be switched off. We consider buildings with 3 × 3 resi-
dence blocks each. Buildings are separated by streets and cover
the considered area. This basically represents a neighborhood.
Users are uniformly distributed within the residence with a
maximum number of ten users per FAP. In the case of Q-FCRA,
these users are divided into four HP users with equal priority
(i.e., wu = 1, ∀u ∈ H) and six BE users. Each user uniformly
generates its traffic demand that can be directly translated to
a certain number of tiles using (1), with a maximum value
of 20 tiles per HP user and 10 tiles per BE user. Moreover,
we consider different minimum required SINR thresholds, i.e.,
10, 15, 20, and 25 dB, to show the impact of the interference
level on the evaluated metrics. Based on the SINR, the path
loss model given in the A1 scenario for indoor small office and
residential of WINNER [33] for the frequency range 2–6 GHz,
each femtocell determines the set of its interfering femtocells,
depending on the received signal strength. It is worth noting
that each SINR threshold corresponds to a certain MCS. For
example and according to [34], 16-QAM modulation with a
coding rate of 3/4 corresponds to a minimum SINR threshold
between 10 and 15 dB. While higher order of MCS (e.g.,
64-QAM 3/4 or 64-QAM 5/6) requires, respectively, a threshold
of 17.5 and 20 dB.

In what follows, we present the corresponding simulation
results for both static and mobile environment scenarios. The
results are obtained over many simulation instances for each
scenario, with a margin error less than 2%, and we calculate
the mean value of performance metrics. We do not, however,
plot the corresponding confidence intervals for the sake of
presentation.

A. Static Environment Scenario

In the first scenario, we consider a static distribution of
end users within the network, where users’ position and traffic
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Fig. 3. Interference degree distribution for used topologies. (a) SINR = 10 dB/50 FAPs. (b) SINR = 25 dB/50 FAPs. (c) SINR = 10 dB/200 FAPs.
(d) SINR = 25 dB/200 FAPs.

Fig. 4. Rate of rejected users.

demands remain constant. Before delving into the exploration
of the results, let us start by giving an idea about the topologies
used in our analysis with the femtocell interference degree
distribution (corresponding to the number of neighboring FAPs
causing interference). As can be noticed in Fig. 3, 50-FAP
topologies present a majority of isolated femtocells that do not
suffer from interference, while this is no longer the case for
200-FAP topologies, which present a considerable increase in
the high interference degrees with the 25-dB SINR threshold.

Let us now focus on the comparison among the different
strategies based on the rate of rejected users, TSR, the SSR,
and the computation and convergence time.

1) Rate of Rejected Users: Fig. 4 reports the ratio of the
rejected users for the 200-FAP network case using the afore-
mentioned allocation schemes. We detail in this figure the
respective rejection ratios of both HP and BE users in the
Q-FCRA scheme as well as the sum of all users in the network.
In this figure, we can see that Q-FCRA allows about 98%
of users to be admitted in the network (for both HP and
BE users), compared with 95% for FCRA and 85% for both
C-DFP and DRA in low interference levels. Whereas, with high
interference, since the algorithm is strict regarding HP users’
satisfaction, their rejection ratio increases; this allows, on the
other hand, a higher number of BE users, with less restric-
tive requirements, to be served. While the rejection ratio of
Q-FCRA in the worst-case scenario is still below 20%, in the
two latter schemes, it reaches more than 40%.

Fig. 5. CDF of TSR in low-density networks. (a) SINR = 10 dB.
(b) SINR = 25 dB.

Fig. 6. Probability of finding the optimal solution for the centralized ap-
proach, i.e., SINR = 25 dB.

2) TSR: Fig. 5 shows the cumulative distributed function
(cdf) of the TSR for low-density networks in low and high
interference levels. We can see that both Q-FCRA and FCRA
converge to the optimal centralized solution (C-DFP) when the
interference level is low. The reason is that in this case, the
clusters constructed by our approaches often contain a small
number of nodes (typically one or two FAPs). Hence, each FAP
can use the entire available spectrum satisfying all the users de-
mand. However, the performance decreases with the increase in
the interference, particularly for the C-DFP method. Indeed, as
shown in Fig. 6, the probability to generate the optimal solution
with C-DFP, when SINR = 25 dB, is inversely proportional to
the network size. Specifically, based on extensive simulations,
the probability of finding the optimal solution is equal to 1
if the number of femtocells is low (i.e., N ≤ 20). However, in
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Fig. 7. CDF of TSR in high-density networks. (a) SINR = 10 dB.
(b) SINR = 25 dB.

Fig. 8. Impact of cluster size on the performance of Q-FCRA in high-density
networks, i.e., SINR = 25 dB. (a) Rate of clusters. (b) Average TSR per
cluster.

a large-sized network (i.e., N ≥ 100), this probability becomes
roughly null. Regarding the DRA method, due to the use of
a random hash function, some users are not fully satisfied,
particularly when the SINR threshold is high.

The same observation can be made in high-density networks.
In fact, as shown in Fig. 7, with Q-FCRA and FCRA, more
than 80% and 70% of femtocells, respectively, have their TSR
above 0.9, whereas C-DFP and DRA fail to provide enough
satisfaction, and only 30% of femtocells are able to achieve this
rate. This is due to the high number of constraints for C-DFP in
high network density and the use of a random hashing function
for DRA, which results in performance degradation.

Let us focus on the performance of Q-FCRA in terms of TSR
for the 200-node network case and under a high interference
level (i.e., SINR = 25 dB). Fig. 8(a) and (b) shows the rate
of clusters and the average TSR per cluster, respectively. We
can observe that most of the clusters contain between two and
seven femtocells, and the largest cluster is formed by ten nodes,
as CSth = 10 in our simulations [see Fig. 8(a)]. This allows our
approach to converge to the optimal solution in a timely manner
since, according to Fig. 6, the optimal solution is guaranteed if
the number of nodes does not reach the limit of 20. Moreover,
notice that generating the optimal solution does not imply as
necessary a full satisfaction rate. Indeed, we can see in Fig. 8(b)
that the average TSR per cluster decreases with the increase in
the cluster size since in this case, the traffic demands per cluster
increase and can exceed the 100 available resources. Note that
the corresponding values lie between 0.7 and 1 for all clusters,
which confirms the results obtained in Fig. 7(b).

Fig. 9(a) further investigates how femtocells’ interference
degree is taken into account, illustrating the mean TSR as a
function of the interference degree for the same scenario (i.e.,

Fig. 9. TSR distribution in high-density networks, i.e., SINR = 25 dB.
(a) Mean TSR per interference degree. (b) Mean TSR per demand.

Fig. 10. Fairness comparison.

200-FAPs and 25-dB SINR threshold case). We can see that
Q-FCRA is better performing for all interference degrees. In
fact, while C-DFP remains around 40%, DRA exponentially
decreases, reaching 10% in high-interference degree. In addi-
tion, to assess how the allocated resources are affected by the
demand volume, Fig. 9(b) plots the mean TSR as a function
of the femtocell demand. Globally, C-DFP shows a roughly
constant behavior, which implies that its resource allocation
is done irrespective of the demands. On the other hand, DRA
decreases with growing demands, thus penalizing femtocells
with higher demands. However, both FCRA and Q-FCRA
approaches try to fairly satisfy all users, even for high demands.

3) Fairness: Regarding the given results, it is important to
assess if resources are fairly distributed between users. Fig. 10
shows Jain’s fairness index calculated as the average for all
the networks. Note that in the best case, it is equal to 1, and
it is reached when all users receive the same allocation. We
distinguish here between HP and BE users in the Q-FCRA
scheme and then show the average for all users. Since for
HP users, the distribution highly privileges full satisfaction,
unsatisfied users will receive zero resources, thus decreas-
ing the fairness for HP users. However, for BE users, even
for the worst case scenario (i.e., high interference level and
high-density networks), the total fairness index is better with
Q-FCRA reaching approximately 0.95 compared with 0.77 for
C-DFP and DRA. Although FCRA uses the same algorithm for
BE users allocation, the improvement over FCRA is due to the
fact that with Q-FCRA, the reallocation of unused resources by
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Fig. 11. SSR per tile distribution in high-density networks, i.e., SINR =
25 dB.

Fig. 12. Mean SSR versus SINR. (a) Low-density networks. (b) High-density
networks.

rejected HP users allows a better distribution for the remaining
BE users.

4) SSR: Fig. 11 investigates how each tile is reutilized in the
network, illustrating the reuse rate of each tile k (1 ≤ k ≤ 100)
for the 200-FAP network case with SINR = 25 dB. We can
see that tiles reuse cannot exceed 20% for both DRA and
C-DFP. However, our approaches perform better particularly
for Q-FCRA, where the SSR metric can reach 35% for some
segment of tiles. This means that Q-FCRA enhances the SSR
up to a factor of 1.75 compared with DRA and C-DFP.

Fig. 12 plots the mean SSR of the underlying schemes as
a function of SINR for both low- and high-density networks.
Two main observations can be made. First, both Q-FCRA and
FCRA offer the highest SSR values, particularly in the case of
high-density networks, where the gain of Q-FCRA over FCRA,
DRA, and C-DFP can attain, respectively, 2%, 10%, and 13%
[see Fig. 12(b)]. This means that Q-FCRA enhances the SSR
by a factor of 1.07, 1.5, and 1.76, on average, compared with
FCRA, DRA, and C-DFP, respectively. Second, we can notice
that the SSR metric decreases with the increase in SINR for
all the strategies since the interference degree of each FAP
increases. This is clearly shown in Fig. 12(b). Indeed, in this
case and according to our approach, fewer but more populated
clusters are formed. This results in decreasing the possibility
of reutilization of the same tile among the constructed clusters.
Recall that our schemes do not allow the utilization of the same
tile within the same cluster.

5) Computation and Convergence Time Analysis: Last but
not least, it is important to assess if the overall good per-

TABLE I
COMPUTATION AND CONVERGENCE TIME (IN SECONDS) OF Q-FCRA,

FCRA, AND C-DFP METHODS, I.E., SINR = 15 dB

Fig. 13. Convergence time of Q-FCRA, FCRA, and DRA methods in high-
density networks.

formances of Q-FCRA come at the expense of higher time
complexity compared with other schemes. Table I reports
the computation and convergence time needed for Q-FCRA,
FCRA, and C-DFP methods to solve the resource-allocation
problem. Note that C-DFP does not include a convergence time,
since it has a global view of the network.

From this table, we can observe that FCRA, serving only BE
users, always converges in few milliseconds. Q-FCRA, on the
other hand, needs a little more time to converge, since it exe-
cutes the algorithm in two steps to deliver the solution for both
HP and BE users. However, in both schemes, the computation
and convergence time remains very low, i.e., below 0.03 s for
the worst case scenario with a high-density network, whereas
for C-DFP, the computation time exponentially grows with the
network size, which shows the efficiency of our method. Note
that for both Q-FCRA and FCRA, the reported time in that
table corresponds to the mean value of the time needed for all
constructed clusters to resolve the resource-allocation problem.

This is further evidenced in Fig. 13, where we plot the
convergence time regarding the high-density network case (i.e.,
the 200-FAP case) and using different values of SINR. The
X-axis represents the number of necessary control frames sent
by the end users to their associated FAPs when collisions occur.
The Y-axis represents the portion of FAPs that experienced
a collision on one of their allocated tiles. Note that in each
simulation, we vary the FAP network topology, the number of
end users associated with each FAP, and their traffic demands
(in terms of requested tiles). In that figure, we can notice that
both Q-FCRA and FCRA converge to a stationary allocation
within ten frames. On the other hand, DRA needs almost 21
frames to converge. This is related to the totally distributed
nature of DRA, which can be interpreted as a negative effect as
this can increase the rate of collided FAPs in the whole network
due to the absence of coordination between FAPs.
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Fig. 14. Impact of users’ mobility on TSR and SSR, i.e., SINR = 25 dB.
(a) TSR. (b) SSR.

B. Mobile Environment Scenario

In this scenario, we study the dynamics of users’ connections
considering the variation in time of their positions, demands as
well as the network load and the SD. Due to space limitations,
the results reported here only concern high-density femtocell
networks. This section is divided into three parts, where we
investigate the impact of each of the aforementioned parameters
(i.e., users’ mobility rate, network load, and SD) on the relative
performance of all studied strategies.

1) Impact of Users’ Mobility Rate: The impact of users’
mobility on the TSR and the SSR is shown in Fig. 14. In this
experiment, the users’ mobility is supposed to be high (see
Fig. 1), SINR = 25 dB, and epoch δt is computed according to
(2) with 1/μ = 10 time unit, p3 = p6 = 0.3 and p7 = 0.6 (i.e.,
medium network load and medium SD).

We can observe in Fig. 14(a) that the TSR of accepted HP
users is obviously equal to one with Q-FCRA, whereas BE
users receive almost the same TSR with either Q-FCRA or
FCRA. On average, the overall TSR with Q-FCRA (respec-
tively, FCRA) slightly varies between 92% and 96% (respec-
tively, 88% and 92%), whereas for the other two schemes, it
is below 75%. The same reasoning holds when analyzing the
impact of users’ mobility on the SSR metric [see Fig. 14(b)].
Indeed, we can observe that the SSR metric remains almost
constant over time, and the gain of Q-FCRA over FCRA,
DRA, and C-DFP can attain in this case 3%, 14%, and 19%
on average, respectively. This confirms the robustness of our
strategies and can be explained in twofold. First, our mobility-
aware resource-allocation process is performed every epoch δt,
which takes into account the mobility behavior of femto users.
Second, the clustering updating process, which is performed
only if the interference caused by a user movement increases
above a predefined threshold (i.e., 5 dB in our case), allows
less frequent adjustment. However, we note that the C-DFP
performance is more time sensitive than the other schemes
since, in this case, the resource-allocation process does not take
into account the interference caused by users’ mobility.

2) Impact of Network Load: Now, we study the impact of
network load on the system performance. The network load
indicates the density of the simultaneously attached users to
their FAPs that have active communication sessions. According
to our indoor mobility model, a user becomes active when
its status changes from state “O” to state “S.” Recall that
in our simulations, users are uniformly distributed within the

TABLE II
USERS’ NETWORK LOAD PARAMETERS

Fig. 15. Impact of network load on TSR. (a) Low load, i.e., SINR = 10 dB.
(b) High load, i.e., SINR = 25 dB.

residence with a maximum number of ten users per FAP and
are initially at state “O.” Hence, to control this parameter, we
consider three values of probability p7, as shown in Table II.
This experiment is achieved while considering medium users’
mobility rate and medium SD.

Fig. 15 shows the impact of network load on TSR for all
schemes in the 200-FAP network case and under two different
values of SINR, i.e., 10 and 25 dB. We can observe that
Q-FCRA outperforms again the other schemes. However, one
should note that both FCRA and Q-FCRA almost have the same
performance in the low-load and low-interference-level case
[see Fig. 15(a)], since there are enough resources per cluster to
satisfy the attached users. We also note in Fig. 15(a) that both
C-DFP and DRA have the same performance, whereas in a
high-load and high-interference scenario, the C-DFP perfor-
mance degrades below that of DRA, as shown in Fig. 15(b).
This can be explained by the high number of constraints that
C-DFP needs to take into account in this corresponding sce-
nario. In addition, we can observe that the performance de-
creases for all strategies when the network load increases, since
increasingly more demands need to be satisfied.

3) Impact of SD: Finally, we study the impact of SD on the
system performance. However, due to space limitations, we did
not include the corresponding curves. The SD determines for
each user the average duration before the user ends its session
and becomes “passive” (i.e., before a user moves from states
“S” or “M” to state “O” of the indoor mobility model in Fig. 1).
Hence, this parameter is controlled by varying probabilities p3
and p6. Note that this parameter can be expressed as follows:

SD = ΠS × 1/μ+ΠM × 1/μ = (1 −ΠO)× 1/μ (10)

where Πi denotes the steady-state probability for state “i” of
the Markov chain shown in Fig. 1, and 1/μ is the mean sojourn
time of a femto user within its corresponding FAP. Recall that,
in our simulations, 1/μ = 10 time unit.

Similar behaviors as in Fig. 15 are observed here. Indeed,
we notice that Q-FCRA outperforms other strategies. The gain
of Q-FCRA over FCRA increases with the increase in the SD.
In addition, TSR values for all schemes decrease when the
SD increases. This is because the allocated resources are not
released until the session expires.
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VII. CONCLUSION

In this paper, we have investigated the joint resource-
allocation and admission control problem in OFDMA-based
femtocell networks, taking into account users QoS require-
ments. Two types of users are considered: QoS-constrained HP
users and BE users. An HP user can be the femto owner, while
the BE users can be the visitors (in open or hybrid access), or
HP and BE users are differentiated based on the price they pay
for the service. We have proposed a cluster-based hybrid strat-
egy as an alternative to centralized and distributed approaches.
Our proposal, which is called Q-FCRA, involves three main
stages: 1) cluster formation, 2) intracluster resource allocation
and admission control, and 3) intercluster resource contention
resolution. In particular, the second stage includes first resource
allocation and admission control for HP users by minimizing
the sum of corresponding elastic variables. Then, BE users
resource allocation is performed by resolving a Min–Max opti-
mization problem. Through extensive simulations, we showed
that our approach can achieve significant gains in terms of the
rate of rejected users in the network, fairness of the system,
users TSR, and SSR, compared with those used as benchmarks
(i.e., FCRA, DRA, and C-DFP). Specifically, we showed that
our approach can reject 20% of users’ demands in high-density
networks with a high interference level, whereas both DRA
and C-DFP reject more than 40%. In addition, we showed
that our approach allows more than 80% of femtocells to have
their TSR above 0.9, whereas C-DFP and DRA fail to provide
enough satisfaction, and only 30% of femtocells are able to
achieve this rate. Moreover, we showed that Q-FCRA enhances
the SSR by a factor of 1.5 and 1.75, on average, compared
with DRA and C-DFP, respectively. Finally, we demonstrated
that Q-FCRA converges more quickly than DRA and has low
computation time compared with C-DFP. These results make
our approach an efficient solution for resource allocation in
femtocell networks.
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