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Abstract—Achieving network resiliency in terms of availability, reliability and fault tolerance is a central concern for network designers and operators to achieve business continuity and increased productivity. It is particularly challenging in increasingly virtualized network environments where network services are exposed to both hardware (e.g., bare-metal servers, switches, links, etc.) and software (VNF instances) failures. This increased risk of failures can severely deteriorate the quality of the deployed services and even lead to complete service outages. In this context, deploying services in operational networks often exacerbates the availability problem and requires considering availability of hardware and software components both individually and collectively. A key challenge in this perspective is the additional resources needed to achieve partial or full recovery after failures. In this paper, we propose a joint selective diversity and tailored redundancy mechanism to provision resilient services in an NFV framework. Diversity splits a single VNF into a pool of “N” active instances called replicas while redundancy provides “P” standby ready-to-use instances called backups. Based on an enhanced N+P model, we propose a placement solution of Service Function Chains (SFC) modeled as a Mixed Integer Linear Program (MILP). The proposed solution is designed to meet a target SFC availability level and, at the same time, to reduce the inherent cost due to diversity (overhead) and redundancy (backup resources). We evaluate the efficiency of the proposed solution through numerical and experimental. Results demonstrate that our solution, not only, improves service resiliency by avoiding complete service outages but can also overcome network resource fragmentation.

Index Terms—Network function virtualization, network resilience, redundancy, network reliability, placement and chaining, network diversity.

I. INTRODUCTION

RESILIENCY is considered as a fundamental design property of the Future Internet [1]; it defined as the ability of the network to provide and maintain an acceptable level of service in the face of failures and challenges to normal operation [2]. It is a Key Performance Indicator for Service Provider often quantified by different metrics such as reliability and availability. Both concepts may appear to be interchangeable, but they have different meanings. On one hand, reliability is generally expressed in terms of Mean Time Between Failures (MTBF) which estimates how long a system (e.g. a Service Chain, a VNF, physical node or link) performs its expected function properly before it fails. On the other hand, availability calculates the amount of time during which the system is in operational state, and it is influenced by both MTBF and Mean Time To Repair (MTTR). Therefore, two systems with the same MTBF and with distinct MTTRs will have different availabilities despite the fact that they have the same reliability.

Nowadays, networks are undergoing a major transformation through softwarization that will have a lasting impact on how network services will be designed, deployed and managed. Network Function Virtualization (NFV) heralds a new era for future networks where the flexibility provided by virtualized environments will replace the rigidity of traditional networks that are built from physical middleboxes. In traditional networks, ensuring resiliency to failures of a hardware middlebox is typically achieved by adding a set of secondary or redundant hardware middleboxes that remain in standby mode during failure-free operations resulting in a considerable cost. In an NFV environment, services rely on decoupled software (VNF instances deployed in VMs or Containers) and hardware (commodity servers) and are prone to the failure of both. In particular, software is notoriously buggy, hence VNFs are expected to fail more often compared to traditional hardware middleboxes typically subjected to rigorous testing and validation processes. Ensuring service resiliency is therefore more complex in NFV environments compared to traditional networks and require dedicated mechanisms to guarantee high availability while keeping costs (resource consumption, overhead, etc.) as low as possible.

Existing works on resilient NFV [3]–[5] focused on availability requirements and proposed models to select the best VNF placement to meet some availability requirements. However, resource optimization is not fully considered in current solutions especially when using redundancy techniques that are by nature resource-hungry. Most backup-based solutions can be expensive in terms of resource consumption since they rely on reserving resources that remain idle until a failure occurs. Such protection techniques tend to over-provision backup instances to cover improbable scenarios. For example, the possibility to lose all replicas of the same VNF at once causing a complete service blackout is very unlikely (especially when they are running on distinct servers) while the amount of redundant resources is calculated to cover this worst-case scenario.

In this paper, we propose a joint diversity and redundancy for resilient service chain provisioning. Toward this objective,
we devise an enhanced N+P model including a selective VNF diversity combined with tailored redundancy. The main idea underlying VNF diversity consists in replacing a single VNF instance by a pool of N thinner instances called replicas operating in parallel. These instances collectively and in a distributed manner perform the same network function as the original (i.e., diversified) VNF and collectively process at least the same amount of traffic as the original VNF.

Diversity is expected to avoid complete service outages. Specifically, when some replicas from the pool fail, the remaining replicas continue to provide a safe mode service, albeit at lower capacity. However, achieving diversity comes with additional overhead associated with the pool of replicas and at the same time requires a load balancing capability to automatically distribute the incoming traffic across multiple replicas. Redundancy is expected to improve reliability by provisioning backup instances that replace failed ones. Redundancy has an inherent cost in terms of the extra resources dedicated for the backup instances. Both diversity overhead and backup resources for redundancy must be minimized while meeting the target level of service availability.

To the best of our knowledge, this paper is first to adapt N+P model for handling a chain of virtualized network functions. The novelty of our approach also stems from our goal to ensure not only the availability of one VNF but the availability of the entire service chain. Finally, in our solution we don’t just provide the N and P needed to reach a target availability level but we also determine the amount of resources allocated to each of the replica and backup instances in a way that minimizes the overall resource consumption. In other words, our solution avoids complete service outage (thanks to diversity) and allocates less resources to backup instances compared to a traditional N+P model. Specifically, the main contributions of this paper are as follows:

- We introduce a resiliency mechanism for NFV service chains based on a joint N+P diversity and redundancy model.
- We formulate and optimally solve the resilient Service Function Chain (SFC) placement problem using Mixed Linear Integer Programming (MILP).
- We ensure efficient resource utilization by means of a redundancy scheme tailored for specific VNFs.
- We evaluate the proposed model numerically and implement a proof of concept to demonstrate its feasibility.

The rest of this paper is organized as follows. Section II discusses related work. Section III introduces our joint diversity and redundancy model for resilient service function chain provisioning. In Section IV, we formulate and solve the resilient SFC placement problem. Section V numerically evaluates the performance of the proposed solution including comparison with the most relevant work in the literature. It also describes our proof of concept implementation of the joint diversity and redundancy mechanism for VNFs. Finally, conclusions and future work are presented in Section VI.

II. RELATED WORK

Generally speaking, we can distinguish two main approaches to achieve resilience according to the type of network or more precisely to its softwarization level: an expensive but simple solution approach; and a complex but cost-effective solution approach. Indeed, in a traditional network exclusively composed of physical appliances, providers can simply deploy redundant hardware and extra capacity in order to handle failures. In this case, the ease of achieving resilience comes at a significant cost in terms of capital and operational expenditures. In turn, softwarized networks leveraging Network Function Virtualization (NFV) significantly reduce these costs but raise new challenges for achieving the same level of resiliency.

Several works (e.g., [6]–[9]) focused on the Virtualized Network Function (VNF) placement and chaining problem. They aim at finding the best locations for a set of VNFs that optimize different objectives such as minimizing the number of VNF instances, end-to-end delays or provisioning cost. However, this group of work assumed a completely reliable NFV infrastructure and did not consider service interruptions caused by hardware and/or software failures. Another group of work, depicted in Fig. 1 tackled directly the reliability problem within virtual environments and tried to ensure questions related to architecture, topology, placement (where to place, how many instances, etc.).

In this context, Cotroneo et al. [10] were among the first to discuss the reliability challenges of NFV infrastructures and investigated how risks caused by hardware or software failures can be assessed. Automated and resilient service deployment mechanism has been described by Scholler et al. [3]; specifically, an architecture for deploying complex multi-component services on a cloud infrastructure based on an information...
model has been proposed. Their approach focused on the resilience of a single VNF. Hmaity et al. [4] proposed three protection schemes that take into consideration latency constraints for (1) end-to-end protection, (2) virtual-node protection and (3) virtual-link protection. The end-to-end protection strategy ensures resilience for the whole Service Function Chain (SFC) against single link or node failure but requires double the amount of resources compared to the unprotected scenario. Virtual-node protection is more efficient since it is designed as an off-site redundancy strategy in that all backup VNFs are placed in distinct locations from where their primary ones are hosted. However, the authors did not consider the heterogeneity of the VNFs in a chain (e.g., load balancers are more likely to fail than other types of VNFs) when deciding virtual node protection. Furthermore, the virtual-link protection may result in mapping both primary and backup virtual links on the same physical link which in turn results in weaker resiliency.

In the same vein, S. Herker et al [11] developed a service chain embedding algorithm that considers service availability constraints and compared several backup strategies using different datacenter architectures. They provided insights on how to select the “best” data center topology that provides high availability. Reliance on VNF backups often results in longer routing paths and hence increased end-to-end delays. To overcome this problem, Vizarretta et al. [12] proposed two VNF placement strategies that minimize the service deployment cost for the operator without compromising the quality of service in terms of availability and end-to-end delays. However, the placement based on availability can result in resource wastage in that resources that do not satisfy the required availability threshold will never be used. This conflicts with the initial objective of cost effectiveness in terms of resource utilization. Similarly, Qu et al. [5] proposed a solution that provides an optimal network service placement using a hybrid traffic routing policy while balancing between bandwidth consumption and end-to-end delay performance.

Carpio and Jukan [13] presented a Linear Program (LP) model for active-active configuration based on both replication and migration techniques to improve service reliability. They also propose N-to-N configuration to speed-up recovery after server failures. Their solution is based on an implicit redundancy scheme that increases the resources allocated (called spare resources) to each replica to be able to process a part of the additional traffic that will be redirected to it, after a failure of another replica from the same group. The obtained results show that replication combined with migration can improve resource utilization without degrading reliability. Nevertheless, their recovery solution cannot support more than one replica failure per VNF (there are not enough spare resources to cover more than one outage). Moreover, the amount of spare resources depends on the number of replicas and increases dramatically when dealing with only two replicas similar to the solution proposed in [4].

In summary, previous work focused on flat protection strategies that are applied in a uniform manner regardless of the type or the importance of the VNF within a given SFC. The need for a selective protection strategy can be justified by the observation that the probability of a middlebox to fail depends on its type [14]. For example, [14] shows that load balancers exhibit high failure rates compared to other types of middleboxes. Also, the previous work systemically oversizing redundancy instances to cover worst case scenarios which are unlikely to happen in practice.

Motivated by open issues from related work, we propose, in this paper, a VNF placement and chaining based on joint diversity and redundancy approach that minimizes resource consumption while strengthening service resiliency. We believe that our proposed solution is a significant step further on N+P model in that it provides a selective diversity (N) by protecting the VNFs within a service function chain that are most prone to failure and a tailored redundancy by allocating the needed resources to backup instances covering most likely failure scenarios.

III. VNF DIVERSITY AND REDUNDANCY: N+P MODEL

In this section, we define the diversity and redundancy concepts that are used jointly to ensure better resilience. The term replica in our model refers to heterogeneous (or homogeneous) instances in terms of resource requirements that result from applying diversity to a VNF. Therefore, we avoid using the term duplicate because it indicates perfect similarity between instances i.e. that all instances have the same resource requirements which is not the case.

A. VNF Diversity (N)

A basic notion of diversity was introduced in [15] and considered as an essential means for providing resiliency. Software diversity was introduced as multi-version programming (N-version) to increase the reliability especially for critical embedded systems. Furthermore, the European Telecommunications Standards Institute (ETSI) [16] promotes designing and implementing diversity as a means for tolerating faults and discusses technical approaches aiming to automatically control software diversity. Our approach for VNF Diversity consists in replacing a single VNF by a set of thinner active replicas instances that can in a distributed manner perform the same Network Function (NF) and collectively process at least the same amount of traffic assigned originally to the VNF.

Our approach can be used to provision resilient service chains with high availability and fault tolerance. However, applying diversity comes with a cost resulting from the necessity of integrating additional load balancer instances to distribute/redirect the incoming traffic across a pool of N replicas. Also, if these instances collectively use resources as much as the initial VNF the principle of performance conservation would not be guaranteed, thus, an estimated overhead $H(v, N)$ is introduced to ensure that $N$ replicas are as efficient as the targeted VNF (see equation (i)). The total amount of resources allocated to a pool of $N$ replicas including the load balancer instance $\Psi^{LB}$ and the overhead associated to diversity, is denoted $\pi(v)_{diversity}$ as presented in equation (ii) where $\Psi^v$ is the resource required by the targeted
achieve since it requires using a shared volume to save pool states [17] and to maintain continuous synchronization. This volume needs to be duplicated to maintain replicas states. Such details related to network architectures are beyond the scope of our paper.

**B. Redundancy Scheme (P)**

Redundancy consists of using additional instances that accomplish the same task knowing that a single instance is enough to fully execute this task. Therefore, integrating redundancy mechanism is unavoidable in NFV networks, in order to improve the existing availability level and to ensure service continuity despite failures. However, attention should be drawn to the fact that creating redundant VNFs will increase the length of the considered SFC and thus, consuming extra resources compared to none redundancy case.

Our proposed solution adopts a redundancy scheme that satisfies the requested availability while optimizing resource consumption. To this end, we propose a redundancy mechanism tailored for specific VNFs. For each target VNF, $P$ backup instances are provisioned in *standby mode* to utilize a customizable amount of resources. Thus, for a target VNF $v$ that requires $\Psi^v$ resource units ($ru$), e.g. $1ru = 1CPU$, the amount of resource $\pi$ assigned to the backup instances is expressed as:

$$\pi (v, \alpha) = \alpha \cdot \Psi^v \cdot P$$

where the redundancy parameter $\alpha \in [0, 1]$ indicates the fraction of the resource allocated to each backup instance compared to the original VN. For example, in Fig. 2, when $P = 2$ and $\alpha = 0.5$, the VNF2 that requires 4 CPU will be covered by 2 backup instances. Each backup instance (VNF.R1 and VNF.R2) will get 0.5 × 4CPU = 2CPU. As a result, the total amount of resources assigned to redundancy is 2 × 2CPU = 4CPU.

Note that for a given number of backup instances $P$, the amount of resources allocated to redundancy depends on the redundancy parameter $\alpha$. When $\alpha = 1$ (full redundancy) denotes that each backup instance will use as much resource as the targeted VNF. One way to tailor redundancy can be done by assigning to each backup instance as much resource as the most demanding instance among a pool of $N$ replicas. Thus, for any targeted VNF that requires $\Psi^v$ resource units, the amount of resource $\pi_{Redundancy}$ assigned to the backup instances is expressed by:

$$\pi (v, \alpha)_{Redundancy} = Max \{ \Psi^v \}_{v \in \text{Pool}(v)} \cdot P$$

The main difference between redundancy schemes lays in the amount of resources allocated to the redundant instances. It is clear that traditional redundancy ($\alpha = 1$) offers a systematic protection, since it is specially designed to cover unlikely multi-failure worst-case scenarios (e.g. VNF2.1, VNF 2.3 and VNF 2.3 fail simultaneously even they are mapped in different sites). Whereas, our proposed tailored redundancy provides a customized redundancy to the targeted VNF to cover the most likely failure scenarios, especially, knowing that diversity is designed to reduce multi-failure risk within a same pool due to offsite mapping strategy.

Fig. 2. Diversity and redundancy applied to a single VNF.
IV. PROBLEM STATEMENT AND SOLUTION

In this section, we analyze closely the SFC availability when applying different configurations (series and parallel representations), then, we present the problem formulation of our joint diversity and redundancy for resilient service chain provisioning.

A. Service Function Chain Availability

In NFV networks hardware and software are decoupled. However, in terms of resilience, we need to consider jointly both of them to form a whole system. Thus, the availability of each VNF running on a physical appliance must be expressed by both software and hardware availabilities. The availability of a VNF instance $i$ hosted by the server $n$ is given by:

$$A_i = A_{\text{software}}^{\text{vnf}} \cdot A_{\text{Hardware}}^{\text{vnf}}$$  \hspace{1cm} (1)

where $A_{\text{software}}^{\text{vnf}}$, the software availability of VNF, is related to software bugs, configuration errors, VNF complexity, etc. The $A_{\text{Hardware}}^{\text{vnf}}$ is the hardware availability of the host $n$ that depends on its equipment quality among other factors. Furthermore, an SFC is considered as a complex system composed of reparable VNF where its availability is determined from the individual and collective availability of its components. Once an SFC is deployed the resultant availability will also depend on the availability of the hardware that hosts its software instances. In the following, we study SFC availability considering three possible way to apply diversity: No Diversity, Full Diversity and Selective Diversity.

In the first case, diversity is not applied on any VNF. Thus, the SFC is modeled as a series system ($\mathcal{S}$) since the failure of one VNF leads to the failure of the whole SFC regardless of whether it is linear or bifurcated. Indeed, a linear SFC is intuitively seen as series system while for a bifurcated SFC, the damage of a VNF in a branch will endanger the end-to-end service even if the remaining branches are undamaged. In case of full diversity, all VNFs in an SFC are concerned by diversity. Thus, each VNF is substituted by a pool of $N$ replicas VNFs which require individually less capacity than the original targeted VNF but behave collectively as the original one. For such case, the failure of one replica will not cause immediately in the failure of the entire SFC. Each targeted VNF, in this case, can be modeled as a parallel system ($\mathcal{P}$). In contrast to the aforementioned cases, applying selective diversity on an SFC means that some of its VNFs are targeted by diversity. Thus, such case can be modeled as a series-parallel system composed of a set of subsystems (parallel $\mathcal{P}$ and series $\mathcal{S}$) linked in series as depicted in Fig. 3.

Let consider $\mathbb{N}_P$ denotes the set of VNFs that are targeted by diversity where each VNF is modeled as a parallel sub-system $\mathcal{P}$. $\mathbb{N}_S$ is a set of VNFs which are not involved by diversity and is modeled a single series sub-system ($\mathcal{S}$ in Fig. 3). This latter is logically linked to one or many $\mathcal{P}$ subsystems that correspond to $\mathbb{N}_P$ elements. Consequently, the availability $A(\text{SFC})$ in equation (2) of any SFC is written as the product of each VNFs availabilities $A_{vnf}$ composing this SFC. Also, each $A_{vnf}$ depends on whether diversity is applied or not (parallel or series system). The first term of equation (2) calculates the availability of VNFs that are not subject to diversity while the second term represents the availability of targeted VNFs.

$$A(\text{SFC}) = \prod_{vnf \in \text{SFC}} A_{vnf} \cdot \prod_{i \in \mathbb{N}_S} \prod_{P \in \text{SFC}} \left(1 - \prod_{j \in \mathbb{N}_P} (1 - A_j)\right)$$  \hspace{1cm} (2)

This implies that the availability of two (or more) VNFs combined in series is always lower than their individual availabilities. Similarly, the availability of two (or more) VNFs combined in parallel is always higher than their individual availabilities. Fig. 4 shows, in one hand, that the availability of an SFC in series configuration (i.e. no diversity case) is decreasing when the number of its components increases and we notice that the resulting availability is lower than the initial individual availabilities ($A(\text{SFC})$ tends to 0 when the number of components increase despite using components that have initially an availability $A_i = 0.7$). On the other hand, the mere fact of connecting these components (with same individual availability) in a parallel manner, significantly improves the
TABLE I
NFVI AND SFC NOTATION

<table>
<thead>
<tr>
<th>PAR.</th>
<th>DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G_p$</td>
<td>NFVI graph</td>
</tr>
<tr>
<td>$N_p$</td>
<td>Set of physical nodes in $G_p$</td>
</tr>
<tr>
<td>$E_p$</td>
<td>Set of physical links between physical nodes</td>
</tr>
<tr>
<td>$G^n$</td>
<td>Available resource at physical node $n \in N_p$</td>
</tr>
<tr>
<td>$\delta_{(n,m)}$</td>
<td>Available capacity of physical link $(n,m) \in E_p$</td>
</tr>
<tr>
<td>$G_V$</td>
<td>SFC graph</td>
</tr>
<tr>
<td>$N_V$</td>
<td>Set of VNFs $v$ in $G_V$</td>
</tr>
<tr>
<td>$E_V$</td>
<td>Set of virtual links between VNFs in $G_V$</td>
</tr>
<tr>
<td>$N^s_V$</td>
<td>Set of VNFs composing the SFC $s$ where $N^s_V \subseteq N_V$</td>
</tr>
<tr>
<td>$E^s_V$</td>
<td>Set of virtual links composing SFC $s$ where $E^s_V \subseteq E_V$</td>
</tr>
<tr>
<td>$\Psi^{D_i}$</td>
<td>Required resources of VNF $v \in N^s_V$</td>
</tr>
<tr>
<td>$\delta^{(k,l)}_{(k,l)}$</td>
<td>Required capacity of virtual link $(k,l)$ connecting VNFs $k$ and $l$</td>
</tr>
</tbody>
</table>

**DIVERSITY & REDUNDANCY**

- $D^i_{v}$: The $i^{th}$ replica instance of VNF $v \in N^s_V$
- $R^i_{v}$: The $i^{th}$ backup instance of VNF $v \in N^s_V$
- $\Psi^{D^i_{v}}$: Requested resources of the $i^{th}$ replica instance of VNF $v \in N^s_V$
- $\Psi^{R^i_{v}}$: Requested resources of the $i^{th}$ backup instance of VNF $v \in N^s_V$
- $\delta^{(k,l)}_{(k,l)^i}$: Requested capacity of virtual link $(D^i_{v}, D^i_{l})$ connecting the $i^{th}$ instance of VNF $k$ and the $i^{th}$ diversity instance of VNF $l$
- $\xi_v$: Indicates whether diversity is applied on VNF $v$
- $\Delta^i_v$: Diversity level tolerated on VNF $v \in N^s_V$
- $M^D_{v n}$: Binary variable indicating if replica $D^i_{v}$ is mapped into node $n$
- $M^R_{v n}$: Binary variable indicating if backup $R^i_{v}$ is mapped into node $n$
- $M^{LB(v)}_{n}$: Binary variable indicating if the LB associated to replicas pool of VNF $v$ is mapped into node $n$
- $M^{(D^i_{v},D^j_{l})}_{(k,l)}$: Binary variable indicating if the virtual link between replicas of VNFs $l$ and $k$ is mapped into physical link $(n,m)$

resultant availability of the whole SFC (full diversity case it tends to 1 using components with $A_i = 0.7$) especially when adding more instances.

B. Problem Formulation

In this section, we propose a placement and chaining solution for resilient service chain provisioning that is built jointly on diversity and redundancy approach, modeled as a Mixed Integer Linear Program (MILP). The inputs of the MILP are the network characteristics (such as resource capacities and hardware availabilities) and SFC requirements (in terms of resources and software availabilities). The output represents the optimal solution for placement and chaining of VNFs that minimizes the resources consumption while meeting the availability requirement of each SFC.

We denote the set of SFC requests by $\Gamma$. Each SFC request $s \in \Gamma$ is modeled as a subgraph $G^s_V(N^s_V, E^s_V)$ where $N^s_V$ is a set of VNFs composing the $s$ and $E^s_V$ is a set of directed edges called virtual links connecting these VNFs. In addition, each SFC $s$ defines a set of characterizing metrics that might be related to resource consumption, e.g. number of requested vCPUs, or network performance, e.g. latency or bitrate. Therefore, each VNF instance $v \in N^s_V$ of SFC $s$, requires a predefined amount of resources (computing, memory, storage) denoted by $\Psi^v$. Similarly, each virtual link $(k,l) \in E^s_V$ connecting two VNFs $k,l \in N^s_V$ has a bandwidth requirement denoted $\Omega^{(k,l)}$.

In the context of diversity, a targeted VNF $v \in N^s_V$ can be split into a set of replicas denoted by $D^i_{v}$. The number of these instances is defined according to diversity level denoted $\Delta^i_v$. Table I. summarizes the used notations. The optimization objective is formulated as follow:

$$\text{Min} \left( \sum_{i=1}^{N} \sum_{n \in N_p} \sum_{v \in N^s_V} \Psi^D_{v n} \cdot M^D_{v n} + \sum_{i=1}^{P} \sum_{n \in N_p} \sum_{v \in N^s_V} \Psi^R_{v n} \cdot M^R_{v n} \right) + \sum_{n \in N_p} \sum_{v \in N^s_V} \Psi^{LB} \cdot M^{LB(v)}_{n}$$

(3)

$M^D_{v n}$ (resp.$M^R_{v n}$) is a binary variable indicating whether replica instance $D^i_{v}$ (resp. backup instance $R^i_{v}$) is mapped into the physical node (PN) $n$. Also, $M^{LB(v)}_{n}$ indicates whether the load balancer instance (LB) associated to the pool of replicas of VNF $v$ is mapped into node $n \in E_p$. The optimization objective is subject to the following constraints:

$$\sum_{i=1}^{N} \sum_{v \in N^s_V} \left( \Psi^D_{v n} \cdot M^D_{v n} \right)$$

$$+ \sum_{i=1}^{P} \sum_{v \in N^s_V} \left( \Psi^R_{v n} \cdot M^R_{v n} \right)$$

$$+ \sum_{v \in N^s_V} \left( \Psi^{LB} \cdot M^{LB(v)}_{n} \right) \leq \theta^n \ \forall n \in N_p$$

(4)
The availability required by each SFC $s$, $A^{Th}(s)$ is considered as a threshold parameter for our solution. However, using the equation (2) as a constraint in our model will lead to nonlinear model. For this reason, we choose to define an alternative linear constraint (16). This latter ensures that the resultant availability when mapping a replica instance $D^n_i$ in node $n$ depends on the availability threshold $A^{Th}(v)$ where $v$ is the targeted instance that belongs to the SFC $s$ and its requested availability is given by:

$$A^{Th}(v) = A^{Th}(s)^{1/|N_v|}$$

(17)

For example, if the requested availability of SFC $s$ composed of 3 VNFs (in series) is $A^{th}(s) = 0.900$ thus, the individual availabilities of its VNFs should be at least $A^{Th}(v) = 0.9^{1/3} = 0.965$.

The proposed joint diversity and redundancy solution is based on the MILP model to solve the problem of placement and chaining for resilient service provisioning. Depending on how the protection will be applied, we can derive different variants of the proposed solution. A part of the formulation in this section can be reduced to the well-studied NP hard Virtual Network Embedding (VNE) since VNE is used for placing the VNFs of a given SFC onto a given infrastructure, however our solution goes further and determines for each SFC the placement, the number and the size of its VNFs (including both replicas and backup instances) in order to achieve a resilient SFC deployment. Also, finding approximations to the VNE problem formulation is difficult and doing so for our more complicated problem formulation to achieving resilient SFC deployment is even more complicated.”

Constraint (4) ensures that the resources allocated to VNF instances do not exceed the available resource $\theta^n$ of PN $n \in \mathbb{N}_p$ while constraint (5) guarantees that the bandwidth required by the virtual links mapped into physical link $(n,m) \in \mathbb{E}_p$ does not exceed its available capacity $\delta(n,m)$. We ensure that each VNF $v$ meets the specified diversity level by defining constraint (6) that allows at most $\Delta$ replica instances per VNF when applying diversity. Constraint (7) guarantees that the sum of resources allocated to replica instances $D^n_i$ of the same VNF $v$ meets the expected performance by consuming enough resources i.e. the associated overhead $H(v,N)$ in addition to required resources of the targeted VNF $v$. Similarly, Constraint (8) allows the conservation of the capacity initially required by a virtual link between two VNFs $(k,l)$ through all the virtual links connecting different replica instances $(D^n_k$ and $D^n_l)$. Constraint (9) is the flow conservation constraint to enforce the condition that for each virtual link $(D^n_k, D^n_l) \in \mathbb{E}_v$ there must exist a continuous path $(n,m) \in \mathbb{E}_p$ allocated between the pair of PNs $n,m$, where replica instances $D^n_k$ and $D^n_l$ have been mapped.

Constraint (10) states that replicas and backup instances of each VNF $v$ must be mapped into distinct (separated) PNs. In other words, this constraint achieves off-site placement and prevents placing instances protecting the same targeted VNF on the same physical entity. Constraint (11) states that each replica $D^n_i$ must be mapped only once into the physical infrastructure. In other words, the whole amount of resources (Computer, Memory and Storage) allocated to $D^n_i$ must be provided by only one PN $n$. Constraints (12) ensures a fair load balancing between the amount of resource allocated to replica instances and the networking capacity allocated to the virtual links that connect them. Constraints (13) and (14) are used to determine respectively the amount of computing and networking resource allocated to backup instances. We notice that for $\alpha = 1$ (resp. $\beta = 1$) refers to the case of a full redundancy scheme. Also tailored redundancy can be achieved by varying $\alpha$ (resp. $\beta$) value between $[0,1]$ to customize the amount of resource allocated to the backup instances that cover the targeted VNF. Constraint (15) allows mapping LB instances to the appropriate node. These instances are used to distribute traffic across replicas pool. However, when diversity is not applied on a given VNF the LB instance is not needed.
V. NUMERICAL EVALUATION AND PROOF OF CONCEPT IMPLEMENTATION

This section presents the system implementation and evaluation results of the proposed joint diversity and redundancy solution. The first subsection is dedicated to the performance evaluation. We implemented three versions of our solution:

- **ALLDIV**, applies diversity on every VNF of an SFC, without distinction and no matter their individual availabilities.
- **RNDIV**, applies diversity in a random manner to a set of VNFs in an SFC.
- **SELEDI** selects the most sensitive (prone to failure) VNFs based on their individual availabilities to be diversified.

Since our model uses a joint diversity and redundancy, thus, each VNF targeted by diversity is mechanically protected by backup instances. Also, all aforementioned variants use the same tailored redundancy scheme. These latter are compared with the most relevant works namely N-to-N model presented in [13]. Several criteria are used to evaluate the performance of all these variants: resource consumption ratio, the mean availability, the number of generated instances, service outage and rejected request ratio.

The second subsection discusses the online, offline and scalability issues on the proposed solution while the last subsection describes a proof of diversity and redundancy concept. Implementation details and experimental results are presented in order to discuss the feasibility and usefulness of such mechanism for a video streaming service deployed within NFV networks.

### A. Numerical Evaluation

All our simulations are implemented using AIMMS [18] and Gurobi optimizer [19] is used to solve the MILP models on a machine equipped with an Intel 2.7 GHz processor and 16 GB RAM. We considered the NSFNET network as physical topology with 14 nodes and 22 bidirectional links. All physical nodes (PNs) can host VNFs and have the same capacity in terms of resource. Each PN has a random reliability between 0.9-0.999. All physical links have initially the same capacity. Additionally, we assume that each SFC consists of 3 VNFs connected by virtual links that require a portion of the bandwidth. We set availability requirement of every SFC randomly between 0.7-0.8 depending on the deployed service. We set availability requirement of every SFC randomly between 0.7-0.8 depending on the deployed service. We set availability requirement of every SFC randomly between 0.7-0.8 depending on the deployed service. We set availability requirement of every SFC randomly between 0.7-0.8 depending on the deployed service.

During each simulation, the service requests are simultaneously deployed. All evaluations are repeated 10 times and the results show that the confidence intervals are negligible.

Table II summarizes simulation parameters.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Value range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of VNF per service</td>
<td>3</td>
</tr>
<tr>
<td>Requested resource $\theta^r$</td>
<td>5%</td>
</tr>
<tr>
<td>Available resources at PNs $\theta_n$</td>
<td>set at 100%</td>
</tr>
<tr>
<td>Required capacity of virtual link $\Omega^{(k,l)}$</td>
<td>5%</td>
</tr>
<tr>
<td>Available capacity of PL $\delta^{(n,m)}$</td>
<td>set at 100%</td>
</tr>
<tr>
<td>VNF software availability</td>
<td>random 0.9-0.999</td>
</tr>
<tr>
<td>PN availability</td>
<td>random 0.9-0.999</td>
</tr>
<tr>
<td>Desired SFC availability threshold</td>
<td>random 0.7-0.8</td>
</tr>
</tbody>
</table>

![Fig. 5. Resource consumption rate when increasing the number of SFC requests.](image)

1. **Resource Consumption**: Fig. 5 shows the resource consumption rate for different models in terms of deployed SFCs number. There is a clear trend of consuming more resources when dealing with an increasing number of SFCs regardless the used model. However, we can distinguish different consumption ratios between these models. SELEDIV exhibits the best performance compared to remain models which means that both diversity and redundancy are achieved using an optimal amount of resources. Unlike remain models, SELEDIV targets a limited set of VNFs (the most prone to failure) to apply protection which explains the gain on resource consumption.

   Results show that RNDIV is more resource-efficient than ALLDIV and N-to-N since it targets less VNFs to protect. Also, ALLDIV consumes less resources compared to N-to-N since it tailors the redundancy instead of using implicit redundancy scheme. Particularly, as discussed before (in section II.B) N-to-N redundancy scheme can increase dramatically resource consumption when diversity equals to 2. When comparing SELEDIV and N-to-N, the obtained gain is up to 10% (for 24 SFC request) which is particularly significant when dealing with an increasing number of SFC requests. However, the resource consumption gain is not the only targeted goal in our proposed solution as we obtain performance enhancement in terms of availability and service outage.

   Fig. 6 shows the mean resource consumption for all models in terms of diversity level. For the same set of 10 SFCs, the amount of consumed resources tends to slightly decrease when increasing the number of replica instances per VNF. ALLDIV have the worst performance compared to other models because it applies diversity and redundancy to all VNFs
which needs additional resources compared to the remain models. Both SELEDIV and N-to-N have almost similar behavior characterized by a low resource consumption since that both models protect less VNF compared to ALLDIV and RNDIV. The maximum gain obtained is up to 19% (ALLDIV vs. SELEDIV) while the minimum gain is almost close to zero for low diversity level.

Moreover, we note that diversity level directly impacts the amount of resource allocated to both backup instances (in the case of ALLDIV, RNDIV and SELEDIV) and spare resources for N-to-N case. Concretely, the allocated resource to the redundant instance is equal to maximum attributed resource to its replicas (see equation \((iv)\)), while in N-to-N approach the spare resource (per replica) is equal to the number of replicas times the amount of resource allocated to one replica, divided by the number of remaining replicas.

Consequently, more diversity implies more resource consumption in terms of backup instance or spare resource. Though diversity is meant to improve the availability, it is important for service provider to seek for the accurate diversity level that allow to achieve a tradeoff between availability and resource consumption. In other words, even if under some conditions the resulting gain seems low (5%) it stills worthy to use our proposed solution as it allows reaching better availability level with less service outage and less resources consumption.

2) Service Availability: The availability is an important resilience indicator. Fig. 6 depicts a comparison between different models in terms of mean SFC availability when increasing the number of deployed services. We can notice that the mean availability provided by each model remains stable when increasing the number of SFCs. However, ALLDIV and RNDIV achieves better performance (nearly full availability \(\approx 1\) in the case off ALLDIV) than SELEDIV and N-to-N. ALLDIV applies diversity on each VNF causing the rise of the entire SFC availability while RNDIV applies diversity randomly to SFCs. Both SELEDIV and N-to-N target the most sensitive VNFs (low \(A_i\)) to enhance their individual availabilities to accurately reach the availability of their corresponding SFC. SELEDIV provides better availability since it uses backup instances which is not the case for N-to-N. Consequently, even if ALLDIV provides the best gain in terms of availability, we are more interested by accurately reaching the availability requested by each service than uselessly achieving a higher availability at the expense of available resources.

In Fig. 8, we plotted the mean SFC availability when applying different diversity level for a fixed set of SFC. In general, availability of a given VNF trends to rise when increasing the number of replicas (see Fig. 4). Therefore, in the case of ALLDIV, availability is high compared to the remaining models. This results from applying diversity indistinctively to all VNF without any selection. We notice also that RNDIV shows an irregular behavior when increasing diversity level since it randomly picks the VNFs which may initially have high or acceptable availabilities and ignores the
vulnerable ones. The maximum gain in terms of availability was noted for low diversity level (diversity equal to 2).

However, we notice that systematically increasing diversity level may be useless since the required availability can be reached by applying low diversity level on specific VNFs, especially when we know from previous results that diversity level increases the resource consumption. Also, diversity level may impact the number of generated instances through the protection as presented in the following section.

3) Number of Instances: This metric reflects the complexity of a model i.e. reaching the required resilience (meeting availability constraint) and impacts the placement time (more instances implies more time to place). Fig. 9 depicts the number of instances when increasing the number of deployed SFC. It is clear that the number of instances rises with the number of requests, although it is interesting to see the behavior of each model in response to such situation. As expected, ALLDIV generates a large number of instances compared to the other models that target a limited set of VNFs since ALLDIV applies all VNFs protection. The maximum gain in terms of generated instances is up to 36% when comparing SELEDIV with ALLDIV which is highly significant in this context.

Similarly, Fig. 10 shows the number of generated instances when increasing diversity level and thus placing more instances. This can lead to 1) unnecessarily increasing the execution time and 2) reducing feasible solutions space especially when applying offsite redundancy constraint.

4) Service Outage Ratio: We compared the service outage ratio for each model when facing different failure rates. A failure rate of 0.1 means that 10% of the most vulnerable pairs (PN, VNF) resp. (PL, VL) will fail. Thus, service outage ratio estimates the fraction of SFCs that were almost completely interrupted (for example loss of more than 70% of service capacity) due to a hardware/software failure. Fig. 11 shows that SELEDIV yields the lowest service outage ratio under different failure rates while the remain models seems more exposed to failure. Indeed, SELEDIV selects the most vulnerable SFCs and increases their respective availabilities using the proposed jointly diversity and redundancy mechanism to map them in PNs with a high availability (i.e. reduction of the risk of failure).

Protacting all SFCs in the case of ALLDIV implies using a large number of PNs (to meet offsite mapping constraint) including the ones with low availabilities (less reliable PNs). This will increase SFC service outage risk when increasing failure rate. Also, N-to-N does not use an explicit redundancy scheme (no backup instance just replicas with embedded spare resource) which makes it more prone to failure. Without diversity, the failure of a physical node that hosts a VNF of a given service will cause an immediate and a complete interruption of this service. However, with diversity case, the failure of a physical node will lead to a loss of a part of targeted VNF since the remaining replicas VNFs which are mapped elsewhere (due to offsite mapping strategy) guarantees the continuity of the service. Note that recovery mechanism may be more efficient when dealing with smaller instances (fast transfer, restoration and restoration of smaller contexts).
Diversity takes advantage of the VNF *replicas* distribution in order to rescale the requirements of individual instances in terms of computing, memory and storage to suit with the actual network resources distribution. On this basis, instances requirements are adapted to the existing resources which leads to an efficient resource utilization.

### B. Discussion: Online Placement and Scalability

1) **Online SFC Placement:** In principle, the MILP can be executed in an online fashion processing each incoming SFC request when it arrives. However, this may not be practical considering its computational complexity. Our proposal is to execute our solution in a semi-online fashion by processing SFC requests in batches. The batches can be determined by selecting an appropriate time window for the execution of the solution. The time window can be fixed or variable depending on the number of SFC requests in the queue or scheduling constraints such as maximum waiting time as specified in the SLAs. We have not considered such factors as batch size or scheduling delay in our evaluation and proof of concept implementation since this requires a scheduling module (see Fig. 14) and a periodic updating of information about available resources. The scheduler handles the new SFC requests and those still in the waiting queue and selects among them the candidate SFCs that can be deployed on the infrastructure based on some objective function such as maximizing the number of accepted SFC requests, maximizing the revenue generated from the accepted SFCs, and/or minimizing the scheduling delay. These are indeed important considerations for the online enforcement and management of placement decisions and have a direct impact on its performance. In this paper, we have tried to focus on the resiliency aspect of SFC placement and assume we are given a batch of SFC requests as input and performed our evaluations accordingly. A complete system would require the implementation of a scheduler and the workflow as depicted in Fig. 14 is left for future work. In this workflow, the scheduler handles the new SFC requests and those still in the waiting queue and selects among them the candidate SFCs to be deployed on the infrastructure based on a predefined discipline (FIFO, minimum waiting time, etc.). Then, the MILP solver is executed to find a resilient placement of the selected SFCs on the underlying infrastructure. Once the placement and chaining are completed the available resources are updated before the placement of the subsequent batch of SFC requests.

2) **Solution Scalability:** It is worth noting that MILP-based solutions suffer from scalability issues in that they cannot handle large problem instances in a reasonable time. This is for instance the case for the general virtual network embedding problem where the size and number of virtual network requests as well as the size of the substrate (physical) network are very large. In the case of SFC placement however we assume that the size of the problem is manageable and hence warranting the computation of the optimal configuration. We believe that this assumption is reasonable for the following reasons. First, the number of SFC requests is limited compared to virtual network requests since an SFC is usually deployed as part of a network service processing aggregate

![Fig. 12. SFC rejection ratio.](image-url)
traffic belonging to this service. Second, the size of SFCs is limited in the number of virtualized network functions deployed as part of the service chain. Indeed, the IETF Network and Service Chaining Working Group has several IETF drafts demonstrating SFC use-cases in operator networks [20], mobile networks [21], and data center networks [22]. The length of these SFCs as illustrated in these common use cases is between 3 and 7 virtualized network functions. Third, the size of the underlying infrastructure for the placement of the SFCs is also limited to the operator’s edge and core clouds used for hosting the virtualized network functions of the chain. In contrast to virtual network embedding where many infrastructure nodes (i.e., all routers and switches) must be considered, the number of edge and core datacenters is significantly smaller. Finally, considering modern solvers and available computational capabilities these days (e.g., multicore machines with substantial RAM), it is possible to compute the optimal solution in a reasonable time without resorting to heuristic algorithms that are fast but achieve sub-optimal solutions or near optimal solutions in the best case.

C. Proof of Concept Implementation

1) Experiment Scenario: The proposed joint diversity and redundancy of VNFs is implemented and tested in a virtual environment to realize a video streaming service. The testbed topology as presented in Fig. 15 is based on the DigitalOcean Droplet [23] virtualization environment and the docker-machine tool [24] to ensure the deployment of the environment. Each node (droplet) is an Ubuntu 18.04 x64 server that hosts Docker engine to build, manage and containerize VNFs based on FFmpeg software to constitute
streaming function chain service. The Sever node (S) and Client node (D) host respectively ffmpeg server (with Load Balancer) and ffmpeg client container while core nodes host ffmpeg transcoder containers.

In this scenario, the video streaming service is presented as VNF forwarding graph with three VNFs based on FFMPEG software: Video server (4CPU), transcoder (8 CPU) and Video client (4CPU). On the server-side (ffmpeg server), video parameters are set to 480 x 360 and 24 fps. The transcoder uses H.264 codec with ffmpeg as VNF. After service deployment, these parameters are instantly captured and enforced to suit the client side (ffmpeg client). Each node is connected via virtual switches based on a set of Openflow rules that produce the desired network topology.

In order to evaluate QoS/QoE of the video streaming service, we use an objective quality assessment based on Peak Signal-to-Noise Ratio (PSNR) which compare the received video against the original transmitted one. PSNR is defined as the mean squared error between the original video frames at server side and the reconstructed ones at the client side.

Our proposed joint diversity and redundancy can improve the resiliency of this service. We use SELEDIV variant to select the ffmpeg transcoder as the diversity target. Consequently, this VNF will have three replicas ffmpeg transcoder for diversity (4CPU for replica 1, 2CPU replica 2 and 2CPU for replica 3) and one replica for redundancy (4 CPU for replica R) that are mapped to distinct nodes (blue ones for diversity instances and yellow node for redundancy) in order to ensure connection between ffmpeg server and client instances (grey nodes as shown in Fig. 15). The Server node (S) hosts also a weighted Round Robin Load Balancer where the number of connections with replicas over time is proportionate to their respective amount of allocated resources. For example, replicas 1 can handle twice the traffic of replicas 2 and 3, and thus the load balancer should send two connections to replica 1 for each connection sent to replicas 2 and 3. Since replicas are not uniform, weighted Round Robin LoadBalancer is suitable to implement our solution.

After deploying video streaming SFC, we simulated node failures and we performed traffic steering over the redundant replicas. We show hereafter how the joint diversity and redundancy can improve service resilience based on the PSNR score obtained from our measurement study.

2) Results and Discussion: Fig. 16 shows the PSNR score for protected and unprotected cases before, during and after failure in both single and multi-failure scenarios.

a) Single failure scenario: As presented in Fig. 16, before failure, i.e. between [0,3000] video frames, the PSNR scores in both protected and unprotected cases are almost similar around 43.3 dB on average. Though, once failure (node 2) occurs at nearly frame 3000, we notice divergent PSNR behaviors that reflect different video quality. In unprotected case, PSNR drops rapidly from 42 to 11 and stays under 10 until the end of measurement. This low PSNR score (average 6.56) recorded after failure means that the whole service is interrupted (black screen) because transcoding was ensured by a single instance running on node 2. In contrast, in the protected case, the PSNR drops to 12 before starting to recover until reaching its score
before failure *i.e.* 44 dB (from 12 to 25 than 44). The recovery of PSNR level, after failure, is due to *replicas* redundancy R that covered the lack of performance caused by the loss of *replicas* instance in node 2. Additionally, the PSNR gap between frame [3000,3260] indicates the time that elapsed between failure detection and traffic redirection towards the redundant *replicas* which were already instantiated and on a standby mode.

b) Multi-failure scenario: In this scenario, we deliberately cause two successive failures (node 2 then node 3) to observe the behavior of our solution when facing several failures. As presented in Fig. 16 from the beginning of experiment until the recovery from the first failure, PSNR scores are almost identical to the first scenario. However, after the second node failure (node 3), the PSNR drops to 9 before rising to 48 in the protected case. Regardless of the number of failures, unprotected case continues to provide a low PSNR score since its transcoder VNF is no longer operational. On the other hand, protected case recovers the initial video quality. Thus, even when two nodes are impacted, the service may be impaired but still working at acceptable level. The continuity is ensured by both the remaining *replica* (in node 1) that was not impacted by failures and then the redundant *replica* that has enough capacity to cover the lack of capacity (4 CPU).

Furthermore, it is quite unlikely that three or more independent failures occur simultaneously because of the offsite placement strategy (constraint 11) that guarantees mapping *replicas* of the same targeted into distinct physical nodes. Thus, in our experiment, even if the three instances (hosted by node 1, 2 and 3) fail, the backup instance R can ensure 50% of service (providing safe mode performance) which avoids a complete service outage.

VI. Conclusion

This paper proposed a VNF placement solution that employs joint diversity and redundancy to achieve resilient service function chains. The originality of the proposed approach lies in its use of selective diversity to improve global service availability by targeting failure-prone VNFs and in its reliance on tailored redundancy for optimal resource utilization. Specifically, we developed several variants of our solution approach, namely ALLDIV, RNDIV and SELEDIV and evaluated them both numerically and experimentally. The analytical results demonstrate the efficiency of our solution in terms of resource consumption and service availability. The implemented prototype using a virtual environment for video streaming service demonstrates that the proposed solution can be used to avoid complete service outages. As part of our future work, we plan to devise online algorithms for adaptive placement that can identify over time the most sensitive VNFs and even predict possible failures using machine learning techniques.
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