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XML-BASED NETWORK MANAGEMENT

INTRODUCTION

The Internet, while interconnecting a large part
of the globe and supporting key services like the
World Wide Web and email, is being outpaced
by the data transport needs of the scientific com-
munity. Emerging experiments in the physical
sciences call for a high-speed network capable of
gigabit or even terabit per second aggregate data
rates in order to enable remote collection and
sharing of data. These include the ATLAS parti-
cle collider under construction at CERN, and
the LOFAR radio telescope that consists of tens
of thousands of radio antennas distributed
throughout the Netherlands.

Attempts have been made in recent years to

increase the throughput of Internet data trans-
fers through enhancements to existing software
technologies. These include new transport layer
protocols optimized for high-performance net-
works [1], and improved file transfer software
that supports parallel data streams and failure
recovery [2]. Such techniques can reduce the
inefficiencies in the transport layer congestion
control mechanism and improve its stability, as
well as increase throughput severalfold by cir-
cumventing the fairness mechanism of TCP.
However, there remains the performance bottle-
neck associated with using a shared best effort
delivery system.

In order to achieve the quality of service
called for by emerging e-science applications, it
is necessary to provision end-to-end bandwidth-
guaranteed tunnels through the network. For
example, in an optical network these can take
the form of synchronous optical network
(SONET) circuits, or wavelengths in a wave-
length-division multiplexing (WDM) system. The
latter are known as lightpaths, although we shall
use the same term in reference to all types of
circuits. Circuit emulation and packet switching
technologies such as aysnchronous transfer mode
(ATM), multiprotocol label switching (MPLS),
and differentiated services (DiffServ) can also be
used, but at high data rates the simple circuit
switching mechanisms of optical networks prove
to be the most economical. Of particular interest
are emerging WDM systems that use all-optical
switching based on microelectromechanical sys-
tem (MEMS) technologies instead of costly
high-speed electronics. For further information
on the general topic of physical layer virtual pri-
vate networks, the reader is referred to Recom-
mendation Y.1312 recently released by the
International Telecommunication Union (ITU)
[3].

Provisioning of bandwidth-guaranteed tunnels
has traditionally required the service of the net-
work provider due to the fact that state must be
set up in routing or switching elements in the
core network. Until the late 1990s, this was the
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User-controlled optical networks play a key
role in supporting electronic transfer of the
enormous volumes of data generated in emerg-
ing e-science experiments. The ability of users to
manage their own resources enables provisioning
of bandwidth-guaranteed tunnels on demand
without the costs associated with conventional
managed services offered by network providers.
However, building high-performance user-con-
trolled networks has only become feasible in the
last few years, as trends in the telecommunica-
tions industry have made it possible for users to
purchase installed optical fiber and light it using
their own premises equipment. Consequently,
suitable network management technologies have
not yet evolved. In particular, there is presently
no means for users to easily provision band-
width-guaranteed tunnels across multiple inde-
pendent management domains. In this article we
present a user-controlled lightpath management
system that addresses this problem. We begin by
reviewing the high-level functionality of the sys-
tem. Then we examine the software architecture.
Finally, we discuss design challenges faced while
building the system and propose future exten-
sions.
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A Web-Services-Based
Management System
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only option for network users, who tolerated the
costs associated with managed services. Howev-
er, after the downturn of the telecommunica-
tions industry around 2000, which was due in
part to the over-provisioning of optical infra-
structure with respect to the near-term demand,
a new alternative has emerged. Network users
such as schools and research institutions now
have the option of purchasing strands of dark
fiber from a fiber bundle planted by a third
party, and lighting it up with their own premises
equipment [4]. Despite having to share in the
ongoing costs of maintenance, users benefit from
significant long-term savings. Moreover, having
control of the electronic equipment, they are in
a position to manage their interconnections to
other users in the region, or to a carrier that
provides transport over a wide area network.
This type of peering can be achieved using
switching hardware such as a SONET digital
crossconnect system (DCS), jointly owned by
users in a condominium fashion to reduce infra-
structure costs. This raises the important possi-
bility of provisioning lightpaths across multiple
independent management domains, through col-
laborative trading of lightpaths and shared con-
trol over user-owned switching equipment.

The final barrier faced by users in provision-
ing wide-area bandwidth-guaranteed connectivity
on demand and without the overhead of services
from network providers is the lack of suitable
management software. Conventional optical net-
work management systems operate as isolated
domains, with interdomain forwarding delegated
to the IP layer. The Border Gateway Protocol
(BGP) is the de facto Internet standard for
exchanging interdomain routing information,
focusing on simple connectivity and peering poli-
cies. It is not suitable for provisioning or adver-
tisement of bandwidth-guaranteed tunnels in
lower layers of the network. A new technology is
needed that allows individual users to construct
end-to-end lightpaths across multiple indepen-
dent management domains on demand, enabling
the same kind of peer-to-peer interaction that
fostered the success of the IP-based Internet.

In this article we present a solution to the
problem of managing next-generation user-
owned networks [5]. Through virtualization of
user-owned hardware devices distributed across
multiple management domains, our system
empowers users to construct end-to-end band-
width-guaranteed tunnels by composing multiple
inter-domain lightpaths.

Our prototype implementation, demonstrated
at the 2003 CANARIE Advanced Networks
Workshop [6], is based on Web services technol-
ogy as the service discovery and remote proce-
dure call mechanism. This technology takes
advantage of the universality of XML to bridge
the gap between applications and services imple-
mented using different platforms and program-
ming environments. It also allows the use of
existing tools for browsing XML-based service
registries, which facilitates the development of
applications that dynamically establish light-
paths. In addition, our implementation is com-
pliant with emerging Grid services standards,
which build on Web services to support function-
ality needed in exposing distributed computa-

tional and data systems as shared commodities.
This feature facilitates integration of our system
with Grid infrastructures, which are gaining pop-
ularity in disseminating and processing data
from e-science experiments.

This article is organized as follows. We dis-
cuss the main functionality of our user-con-
trolled lightpath management system, which
allows users to dynamically provision lightpaths
for large data transfers. We offer details of the
architecture of the system. We then describe the
design challenges faced. Finally, we conclude the
article with a discussion of possible extensions to
the system and research directions.

LIGHTPATH MANAGEMENT
FUNCTIONALITY

OVERVIEW
The functionality of our lightpath management
system is centered on the notion of user owner-
ship and control of network resources. The two
types of resources in question are the bandwidth
occupied in a series of physical links by each
lightpath, and the switching equipment that
allows lightpaths to be crossconnected to each
other or to local area networks (LANs). Band-
width resources are represented in the system as
lightpath objects, subsequently referred to as
LPOs, each of which is owned by a user of the
system such as a research institution, govern-
ment department, or large corporation. The
bandwidth and crossconnect devices associated
with each LPO are controlled through a set of
high-level operations, which are described in
detail in the next section. We use the term cross-
connect device in reference to circuit switching or
emulation hardware such as SONET DCSs, all-
optical WDM switches, and ATM switches.

The functionality of the system aims to
empower users to construct high-performance
virtual networks by obtaining the necessary
resources from other users, and combining those
resources to form the desired logical topology.
Consequently, the operations supported on
LPOs are concerned with transfer of ownership,
partitioning of bandwidth, and forming crosscon-
nections among lightpaths. Operations are
exposed to users based on their access level.
Ordinary users have the ability to lease light-
paths from others, to partition and crossconnect
them as needed, and to advertise unused band-
width for lease. Domain administrators are tech-
nically competent users who enlist bandwidth
resources within the system by specifying low-
level hardware parameters, and who create
accounts for ordinary users.

SUPPORTED OPERATIONS
In this section we describe each of the major
operations supported by the system. Note that
for each operation discussed below, there is an
analogous inverse operation.

Create Root LPO — Root LPO creation is a
fundamental process during which bandwidth
resources are enlisted within the system. Root
LPOs represent lightpaths between pairs of
physically adjacent crossconnect devices. They
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are created by domain administrators, who spec-
ify hardware parameters such as the card and
port on which the lightpath terminates at each
endpoint. In the case of SONET technology, the
starting channel of the corresponding syn-
chronous transport sgnal (STS) is also specified.
Once created, root LPOs serve as a basis for
constructing other lightpaths through the parti-
tioning and concatenation operations described
below. This scheme is similar to the virtual net-
working concept discussed in [7, 8].

Concatenate LPOs — The purpose of LPO
concatenation is to crossconnect a series of con-
stituent lightpaths having uniform bandwidth in
order to form a single longer lightpath of the
same bandwidth (Fig. 1). The process is used
mainly in the establishment of end-to-end light-
paths, which is described later. The resultant
compound lightpath is represented by a new
LPO. The constituent LPOs store the LPO ID
of the corresponding compound LPO, while the
compound LPO stores a list of the IDs of its
constituents.

Partition LPO — LPO partitioning refers to the
process of dividing the bandwidth of a lightpath,
referred to as the parent, in order to form multi-
ple child lightpaths of smaller bandwidth
between the same pair of endpoints (Fig. 1). A
new LPO is created to represent each child
lightpath.

The partitioning process is done in several
steps. After selecting the LPO to be partitioned,
the user chooses the bandwidth of the desired
child lightpath. A list of valid choices is provid-
ed, representing any granularity constraints
imposed by the hardware. For example, when
using SONET technology, the child size must be
chosen from a hierarchy of bandwidths differing
by integer multiples. The user’s choice is then
validated and the system returns a list of addi-
tional children (if any) that must be created to
satisfy hardware constraints (i.e., if the remain-
ing bandwidth cannot be represented as a single
unit). Finally, the user confirms, and the system

updates its state by reconfiguring the affected
crossconnect devices and updating the database.

Compound lightpaths present a challenge
during the partitioning operation since a set of
child bandwidths must be negotiated that is sup-
ported by all the constituents, which may them-
selves be compound. To this end, a recursive
algorithm is used that iteratively builds a list of
child bandwidths acceptable to each crosscon-
nect device involved. Once a suitable combina-
tion of children is found, all crossconnections
within the compound parent lightpath are parti-
tioned accordingly.

Access/Reconfigure LPO — Accessing an LPO
refers to the configuration that must be done
before data can be transmitted over the corre-
sponding lightpath. Specifically, each endpoint
of the lightpath is crossconnected to an access
point (e.g., an Ethernet port). The particular
pair of access points used is chosen from a set of
valid access points, which is associated with each
LPO and inherited during partition and concate-
nate operations. This set can be restricted before
an LPO is advertised for lease. Thus, an LPO
represents not only bandwidth available to a user
but also a policy concerning its usage.

Advertise/Lease LPO — The advertise and
lease operations empower users to share
resources. Unused lightpaths can be advertised,
which makes them available for other users to
lease. Thus, a large pool of unused resources is
maintained, consisting of contributions from
multiple domains. This is a peer-to-peer resource
sharing model, where each user is both a cus-
tomer and a provider. In contrast, in a conven-
tional client-server scenario a customer must
negotiate separately with a series of providers,
and has no means to integrate resources from
multiple sources.

Advertisement and lease are subject to time
limits defined in terms of expiry dates. An LPO
can be leased until the end of the advertisement
period, and can be advertised until the end of
the period for which it was leased. The lease
expiry date is inherited during partitioning, and
in concatenation it is set to the minimum of the
expiry dates of the constituents. The owner of an
LPO can manually cancel or extend an adver-
tisement or lease, provided that this does not
violate the constraints mentioned above.

End-to-End LPO Establishment — The estab-
lishment of an end-to-end LPO is a high-level
operation used to produce a single lightpath
between a particular pair of crossconnect
devices. This process occurs in two phases. The
first phase is the end-to-end path computation
phase. It involves the formation of and search
over a logical topology consisting of a subset of
lightpaths that are accessible to the requesting
user and eligible. A lightpath is accessible to a
user if it is owned by that user or advertised for
lease. Eligibility is defined according to two cri-
teria. First, the bandwidth of an LPO must meet
or exceed the user’s requirement (we assume
that a lightpath with excess bandwidth can be
partitioned as needed). Second, the user must be
able to obtain or retain ownership of an LPO for

� Figure 1. A sequence of operations demonstrating the partitioning and com-
position of lightpaths from the hardware perspective.

a) Root LPOs are created by domain administrator

b) Each root LPO is partitioned into two children

c) Two of the child LPOs are concatenated
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the desired period of time. The path computa-
tion phase fails if there are insufficient accessible
and eligible resources to form the desired end-
to-end path. In our prototype implementation,
shortest path routing is used where distance is
defined as hop count (i.e., in terms of the num-
ber of crossconnect devices traversed by a light-
path). Excess bandwidth, which is the bandwidth
of an LPO less the user’s requirement, can be
considered to break ties among multiple shortest
paths in order to prevent unnecessary fragmen-
tation of high-capacity lightpaths. However, the
system supports multiple routing engines and
path selection strategies, which allows users to
choose among various resource allocation poli-
cies. This feature makes the software extensible,
and able to serve as a basis for traffic engineer-
ing in addition to mere circuit provisioning.

The path establishment phase completes the
end-to-end LPO establishment process. Here, a
sequence of operations is performed in order to
construct an end-to-end LPO given the list of
constituents selected earlier. First, the necessary
LPOs are leased. Next, LPOs with excess band-
width are partitioned, and in the case of leased
LPOs the excess children are automatically re-
advertised. Finally, the modified set of con-
stituent LPOs is concatenated, unless of course
the set contains only one lightpath. The end-to-
end LPO cancellation operation reverses the
changes performed during end-to-end LPO
establishment to the extent permitted by the cur-
rent state of resources.

SAMPLE SCENARIO
Here we consider a complete scenario that illus-
trates how the operations supported by our sys-
tem can be composed in order to create an
end-to-end lightpath for a large data transfer.
Suppose that research institution A wishes to
share 1 Tbyte of data from a particle physics
experiment with research institution B. Suppose
also that A and B reside in different administra-
tive domains, and each is connected via Gigabit
Ethernet LAN to lightpath crossconnect devices
registered in our lightpath management system.

The process begins with user A performing
end-to-end lightpath establishment between the
crossconnect devices to which A and B are con-
nected. The specifications of the request are as
follows: routing will be done using the shortest
path metric; advertised LPOs of other users (B’s
in particular) will be considered in addition to
A’s own LPOs; the bandwidth is 1 Gb, corre-
sponding to the limit imposed by the LAN tech-
nology used to access the lightpath; and the
expiry date is five hours in the future, which
gives A and B enough time to set up the connec-
tion and transfer 1 Tbyte of data. Assuming that
the necessary resources are available in the sys-
tem, the system returns a candidate sequence of
lightpaths that can be concatenated to form the
desired end-to-end lightpath. A accepts, at which
time the suggested constituents are leased (if
necessary), partitioned, and concatenated. Final-
ly, A accesses the end-to-end lightpath and
begins transmitting data. After the data transfer
is complete, A cancels the end-to-end LPO, or
allows the system to automatically tear it down
when it expires.

ARCHITECTURE FOR A
WEB-SERVICES-BASED

LIGHTPATH MANAGEMENT SYSTEM

This section discusses the architecture of our
lightpath management system. We begin with a
discussion of the overall architecture, and then
explore each layer individually. Finally, we
explain the nature and distribution of the data
maintained by the system.

A HIGH-LEVEL OVERVIEW
Our user-controlled lightpath management sys-
tem uses a three-layer architecture that sepa-
rates the human user interface, the business
logic and data management functionality, and
the hardware resource management functionali-
ty. Accordingly, the system is divided into the
user access layer (UAL), service provisioning
layer (SPL), and resource management layer
(RML). The high-level architecture is shown in
Fig. 2.

The UAL exposes a Web interface to human
users. Its role is to translate incoming requests
into XML-based Simple Object Access Protocol
(SOAP) messages that are understood by the
SPL and present the results back to the user in
HTML format. The SPL comprises a set of Grid
services that carry out the operations defined in
the system, a service registry, as well as a
database that tracks the state of all lightpaths
managed by the system. Each lightpath here is
represented as an LPO. The SPL also serves as
an access point for Grid applications. The SPL
delegates hardware configuration tasks to the
RML using the Java Remote Method Invocation
(RMI) protocol. The RML handles low-level
communication with network hardware devices
while exposing a high-level abstract interface to
the SPL.

The UAL does not maintain persistent data,
and can be either deployed at a centralized loca-
tion, or customized and deployed separately by
each user. The SPL is logically centralized in our
prototype, and uses a single database. This layer
can be physically distributed over a cluster of

� Figure 2. High-level architecture of the lightpath management system.
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machines for increased fault tolerance. The
RML is logically and physically distributed. It
comprises a set of resource agents, one per
crossconnect device managed by the system.

THE USER ACCESS LAYER
The UAL consists of a Web server, which expos-
es a Web interface to human users and commu-
nicates with the SPL using SOAP messages. Our
implementation is based on the Java Web Ser-
vices Developer Pack (Java WSDP) from Sun
Microsystems [9]. This software is available free
of charge and provides a set of tools for building
and deploying Web services and Web applica-
tions. One of these tools is Tomcat, a commer-
cial-quality Web server from the Apache
Software Foundation. Tomcat is also the official
reference implementation for Java Servlet and
JavaServer Pages technologies, which makes it a
suitable solution for serving dynamic Web con-
tent. Another tool provided by the Java WSDP
is the Java application programming interface
(API) for XML Messaging (JAXM), which
enables creation and parsing of SOAP messages.

THE SERVICE PROVISIONING LAYER
The middle layer of our system is concerned
with supporting the logic and data involved in
the management operations offered by the sys-
tem. It is implemented using the JBoss applica-
tion server, MySQL relational database, and
Globus Toolkit 3 Grid hosting environment.

Each of the high-level operations described
earlier is supported as a service in the SPL. Each
service consists of an Enterprise JavaBean
(EJB), which contains the business logic and is
hosted in JBoss, as well as a separate delegate
object that exposes the actual Grid interface and

is supported by the Grid hosting environment
(Fig. 3). The delegate object forwards requests
to the appropriate EJB, and separates the ser-
vice interface from the service implementation.
The EJB itself comprises a home interface used
to create instances of the bean, a remote inter-
face used to communicate with these instances,
and the implementation of the bean. The Grid
interface of each service is described using the
standard Web Service Description Language
(WSDL), and is listed in the Grid service reg-
istry. Globus Toolkit 3 provides a tool that auto-
matically generates an OGSA-conformant
interface given an EJB.

The SPL tracks the states of all lightpaths
managed by the system. Lightpaths are created,
modified, and destroyed in response to requests
from human users via the UAL, or directly from
Grid applications. SOAP messages are used in
both interactions, which makes it possible to
treat the UAL in the same manner as a Grid
application.

Communication with the RML, on the other
hand, is done using the more lightweight RMI
protocol. Messages between the SPL and RML
are exchanged whenever hardware configuration
changes are needed (e.g., when forming cross-
connections among lightpaths).

THE RESOURCE MANAGEMENT LAYER
The RML consists of a set of resource agents
that control the underlying network resources.
Each resource agent is associated with exactly
one lightpath crossconnect device. In the
CA*net4 network [10], each device is a Cisco
ONS 15454 SONET Multiservice Provisioning
Platform. The high-level role of the resource
agent is to enable shared user control over cross-

� Figure 3. Detailed architecture of the service provisioning layer.
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connect devices while abstracting the details of
the underlying network hardware. This is accom-
plished using a pluggable switch interface com-
ponent, whose implementation provides support
for a particular type of crossconnect device. Its
role is to perform hardware configuration and
performance monitoring using the communica-
tion protocols spoken by the device. For exam-
ple, in a concatenation operation on a SONET
switch, the SPL instructs the agent to crosscon-
nect two lightpath endpoints specified using
abstract data structures, and in turn the switch
interface issues the appropriate commands to
the cross-connect device using Transaction Lan-
guage 1 (TL1) messages, which contain hard-
ware-specific details. The switch interface also
plays a key role in lightpath partitioning, where-
by it exposes resource allocation constraints such
as bandwidth granularity. This topic is discussed
further later.

DESIGN CHALLENGES AND
SOLUTIONS

The design of a user-controlled network man-
agement system is a challenging problem, due
not only to the distributed nature of the soft-
ware, but also to the need to hide the complexity
of network configuration from the user. This
section discusses specific problems that arise and
describes solution techniques.

HARDWARE PARAMETERS AND
RELATED CONSTRAINTS

An important challenge in the design of a user-
controlled lightpath management system is mak-
ing the critical logic of the SPL independent of
the particular network hardware technology in
use. This allows the SPL to accommodate het-
erogeneous network hardware, and evolve grace-
fully as new technologies are deployed.
Consequently, the RML must expose an inter-
face that is generic with respect to the hardware.

For example, in the partitioning operation
the RML provides information concerning the
valid child bandwidths and exposes functionality
that allows the SPL to determine what addition-
al children must be created in order to satisfy
the constraints of the hardware. This way, agents
associated with devices based on time-division

multiplexing (TDM) technology, such as
SONET, can ensure that the bandwidth hierar-
chy is respected, while agents based on statistical
multiplexing technology, such as ATM, can allow
more flexible partitioning of bandwidth.

In SONET technology, hardware constraints
are not limited to a simple bandwidth hierarchy.
One must also take into account the set of cir-
cuit sizes supported by a network interface card,
as well as the set of valid STS channel numbers
for each circuit size [11]. This information is nat-
urally encoded in an XML file, allowing external
configuration of each resource agent. We have
devised an XML schema for this purpose, as
illustrated in Fig. 4.

As an example of how this information is
used, consider a request to partition an STS192C
lightpath provisioned between two OC192LR
cards. The agent can infer that STS6C is a valid
child circuit size, and can only start at channel
numbers of the form 1 + 3k, where k is an inte-
ger. Note that because actual starting channel
constraints do not follow simple formulas, the
XML file only specifies necessary conditions.
The resource agent uses this information and
also polls the hardware device itself in order to
obtain a complete set of constraints. In the inter-
est of performance, channels are polled only
when needed, and any constraints learned from
the device are retained in memory using a spe-
cial cache.

SECURITY
The security mechanisms employed in our sys-
tem are mostly based on the features available in
Globus Toolkit 3. These features include an
implementation of the Grid Security Infra-
structure, which provides authentication using
X.509 public key certificates, delegation of cre-
dentials through special proxy certificates, and
message-level security based on the WS-Security
specification. The Globus Toolkit also provides
an authorization scheme that assigns privileges
to certified identities.

In addition to the security mechanisms pro-
vided by the Grid hosting environment, our sys-
tem uses an internal authorization scheme that
enforces different levels of access according to
the roles described earlier. Such a design was
chosen to ensure consistent access control across
all three layers of the system, only one of which
is based on Grid technology.

� Figure 4. An example of XML-encoded SONET hardware information.

<CrossConnectDevice num.slots = “17”>
<card full.name = “OC192 LR/STM64 LH 1550” type = “SONET” num.ports = “1” num.channels = “192”>

<common.name name=”OC192-LR”/>
<common.name name=”OC192LR”/>
<supported.circuit ID=”STS1”/>
<supported.circuit ID=”STS3C”/>
<supported.circuit ID=”STS6C”/>
…

</card>
<circuit ID = “STS1” num.channels = “1” bandwidth = “51840” start.channel.granularity = “1”/>
<circuit ID = “STS3C” num.channels = “3” bandwidth = “155520” start.channel.granularity = “3”/>
<circuit ID = “STS6C” num.channels = “6” bandwidth = “311040” start.channel.granularity = “3”/>
…

</CrossConnectDevice>
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Our authorization scheme is integrated with
the security mechanisms of Globus Toolkit as
follows. A Grid application first authenticates
with the SPL using a public key certificate, which
is verified by the Grid hosting environment.
Next, the Grid application contacts a special
authentication Grid service in order for the
internal authorization mechanism of the SPL to
assign privileges to the session. The SPL maps
the identity of the user running the Grid applica-
tion to a user ID in the database, and returns a
randomized session ID. The session ID is then
presented by the Grid application with each
request, allowing the SPL to make authorization
decisions. Interaction with human users is han-
dled similarly, by treating the entire UAL as a
single user at the level of the Grid hosting envi-
ronment. After accepting a user name and pass-
word from the human user, the UAL
authenticates to the SPL using its own certifi-
cate, and forwards the user’s credentials to the
authentication Grid service. The SPL then
authenticates the human user and returns a ses-
sion ID to be used by the UAL in future requests
on behalf of the same user.

CONCLUSION AND FUTURE WORK
The lightpath management system presented in
this article provides the essential services needed
in order for users to create bandwidth-guaran-
teed tunnels across multiple management
domains.

The functionality of the system can be extend-
ed readily by deploying new services in the SPL.
New network hardware technologies can also be
accommodated thanks to the abstract interface
and the modular design of the resource agent
component.

Extensions to the system are possible along
several directions, ranging from customizability
to fault tolerance. Presently, we are investigating
the problem of distributing the logically central-
ized SPL in order to allow each management
domain to operate its own customized instance
of the system. The XML-based service descrip-
tion, discovery, and invocation mechanisms of
the Web services technology used in our system
simplify the problem of interoperability between
instances. Another problem that remains to be
addressed is how to disseminate the availability
of interdomain lightpaths, and how to perform
route computation in the end-to-end lightpath
establishment operation. A hierarchical solution
analogous to BGP is a good candidate here.

Another possible extension is to add support
for provisioning survivable lightpaths. This func-
tionality could be incorporated into the end-to-
end lightpath establishment operation. For
example, users could be given the choice of
using path protection, if it is supported by the
network hardware, a slower but more resource-
efficient restoration mechanism, or no protec-
tion at all, depending on the requirements of the
traffic.
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