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Sensor networks have emerged as a revolutionary technology for querying the physical
world and hold promise in a wide variety of applications. However, the extremely energy
constrained nature of these networks necessitate that their architecture be designed in an
energy-aware manner. Clustering is the architecture of choice as it keeps the traffic local;
sensor nodes would send only to nearby cluster-head within a fixed radius, independent
of the network size.

In this paper we address the problem of clustering in WSNs, subject to upper
bounds on the maximum latency, the energy consumed by intermediate nodes, and
clusters size. Those constraints are necessary for the reliability of the system and for
extending its lifetime. We propose a polynomial time algorithm consisting of recursively
computing minimum weighted dominating sets, while respecting latency and energy
consumption constraints. We compare our algorithm to other alternatives and show that
it consistently outperforms them.

KEY WORDS: Wireless sensor network; gateway placement; clustering; quality of
service (QoS); dominating set (DS).

1. INTRODUCTION

Recent advancements in MEMS and wireless communication technologies have
fostered the emergence of wireless sensor networks (WSN) as a mean for querying
the physical world. A WSN consists of a dense network of low cost and energy
limited devices capable of sensing certain phenomena in the area of interest and
reporting data through a short-range and low-power radio. Sensors relay streams
of data, either periodically or based on events, to a remote command center where
the data will be processed into relevant contextual information. In addition to
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sensing and reporting their own data, sensor nodes cooperatively forward each
other packets which travels multihops before reaching their destination.

Smart Dust [1] and PicoRadio [2] projects at UC Berkley, and WINS [3]
project at UCLA are three of the research projects attempting to build low-cost
and small wireless sensors. WSNs are considered for a wide range of monitoring
applications such as industrial control and diagnostic monitoring [4], security [5],
environment observation [6] and habitat monitoring [7].

Different WSN architectures have been designed to address specific appli-
cation requirements and environmental constraints. In this paper, we consider
applications of WSN where strategic placement of gateways is possible such
as national reserve and large public infrastructure monitoring. In addition, we
consider data gathering sensor networks as opposed to event detection sensor
networks. Sensor nodes are required to periodically report to the gateway, mak-
ing the whole network active rather than a single flow resulting from a specific
event.

Recent studies indicate that communication consumes energy by more than
two orders of magnitude than computation, storage and sensing for a majority
of common applications [8]. In order to conserve energy in communicating with
a remote command center, a clustering architecture of a WSN is considered.
Sensor nodes would send only to a nearby cluster-head within a fixed radius,
independent of the network size. The cluster head, referred to as gateway, will
perform data aggregation, and relay only relevant information through long haul
radio communication to the command center, as shown in Fig. 1. For that purpose,
gateways will have specialized processing capabilities, long haul communication,
and less restrictive energy level.

Fig. 1. Multi-gateway clustered wireless sensor network.
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Various multi-hop and energy aware routing techniques have been suggested
in the literature [9, 10]. However, these techniques have overhead due to route
discovery and finding optimal path. These schemes are therefore more suitable for
mobile ad-hoc networks or when the topology changes frequently.

In this paper we consider a tree-based proactive routing scheme which easily
allows flows aggregation and minimize overhead [11]. A spanning tree rooted at
the gateway can be used for traffic forwarding. Each node is mainly associated to
one tree, and would attach to another tree as an alternative route in case of path
failure.

For operational considerations, clustering in WSN should take into account
the latency and energy consumption. Latency is an important factor for system
reliability such as the case of emergency response, and accuracy of data reporting
in case of high frequency periodical data updates. On the other hand, energy
consumption is essential to ensure survivability of sensor nodes and hence the
lifetime of the system.

In a multihop network, significant delay occurs at each hop due to contention
for the wireless channel, packets processing and queuing delay. The latency is
therefore a function of the number of communication hops between the source
and the gateway. The latency requirement is translated into an upper bound R on
the cluster size.

We consider the energy consumption at the level of gateways and sensor
nodes. Recall that the gateway forwards the traffic of its cluster nodes to the
command center through long haul radio communication. Although gateways are
supplied with a significant amount of energy for that purpose, they are still subject
to energy constraint and therefore to a limit of total forwarded traffic. In addition,
the traffic forwarded by the gateway is bounded by its processing speed and its
wireless throughput to the command center. Those constraints are translated into
an upper bound on the cluster size S, assuming each sensor node generates an
equal amount of one unit of traffic.

Recall that most of the traffic in a WSN is aggregated and forwarded by
intermediate sensor nodes towards the gateways. We refer to the load on individual
wireless links as relay load L in unit of traffic. We therefore enforce an upper
bound on the relay load at each sensor node to mitigate the burden on the sensor
nodes located close to the gateways. This limits the excessive energy spent by
intermediate nodes forwarding others packets, ensuring survivability of sensor
nodes and the lifetime of the system.

In this paper, we address the problem of clustering and placing gateways
in WSN, subject to upper bounds on the maximum latency, power consumed
by intermediate nodes, and clusters size. Those constraints are necessary for the
reliability of the system and extending its lifetime. We present a polynomial time
recursive algorithm to divide the WSN into clusters of bounded radius, while
ensuring relay load and cluster size constraints.
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The contribution of this work is the design of a novel algorithm consisting
of recursively computing minimum weighted dominating sets for clustering and
placing gateways in a WSN, while respecting latency and energy consumption
constraints.

The rest of this paper is organized as follows. Section 2 presents an overview
of related work in the literature. Section 3 describes the network model and
presents the gateway placement problem and its ILP formulation. Section 4
presents a detailed description and analysis of the recursive dominating set al-
gorithm with latency and energy consumption constraints. Experimental anal-
ysis and comparisons are presented in Section 5. Section 6 concludes this
paper.

2. RELATED WORK

In addition to clustering in wireless sensor and ad hoc networks, our work
inherits two other major aspects from the literature: on one hand, the capacity
facility location problem (CFLP), and on the other hand, hierarchical routing in
ad hoc networks.

The gateway placement problem could be considered as an instance of the
more general CFLP problem which has been studied in the fields of operations
research and approximation algorithms. In the past several years, a lot of work has
been done in the design and analysis of approximation algorithms [12] for two
facility location problems: the uncapacitated facility location problem [13], and
the k-median problem [14]. In those techniques, distance is expressed in terms
of Euclidean-distance, relying on the triangular inequality, rather than in terms of
hop-count; consequently an upper bound on the relay load is not considered. In
addition, there is no abstraction of a cluster or constraints on the cluster radius
which is a necessary factor in placing gateways.

There have been numerous studies on designing hierarchical routing architec-
ture for ad hoc networks. Routing, based on a Connected Dominating Set (CDS)
forming a spine to relay routing information and data packets, is a typical tech-
nique in MANETs [15–17]. The approximation algorithms developed to solve
the CDS problem are not suitable in our context: simply relaxing the problem of
connecting cluster-heads leads to non-optimal solutions. In addition, the proposed
schemes are concerned with 1-hop clustering, not convenient for WSNs.

Many studies [18–20] considered clustering of WSN, but their study was
limited to the theoretical aspect. They considered an abstraction of the sensor
network where the cluster is a circular region and the cluster head is located at
the center of that region. In addition, sensor nodes are considered to be uniformly
distributed over the cluster region. In that context, they formulate an optimization
problem in which they associate a cost function with each type of node and aim
to determine the optimal number of clusters. In this paper, we propose concrete
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algorithms to cluster and place gateways in any given WSN topology. In addition,
instead of considering the energy requirement of the whole system, we take into
account constraints on individual sensor nodes. Our work complements previous
works at the theoretical level, by considering the actual formation of clusters and
the placement of their respective cluster-heads.

Other works have proposed k-hop clustering algorithms [21–23] but very
few have considered a complete set of constraints on clusters formation. Some
considered the cluster size [21, 22], others only the cluster radius [23]. None of the
previous works satisfy all the requirements of our clustering problem and rarely
presents a guarantee in comparison to the optimal performance. Our problem is
therefore more challenging.

In [24], the authors addressed the gateway placement problem of WSN out-
side the scope of clustering. The proposed approach is close to the network flow
model. Wong considered two instances of the problem: minimizing the maxi-
mum latency or minimizing the total energy consumption. Constraints in terms
of bounds on the relay load and cluster size are not considered. Furthermore, the
proposed approximation algorithm makes no guaranty on the optimality of the
solution. The additional constraints and the strict clustering model considered in
this paper make our problem more challenging.

To date and to the best of our knowledge, only the work in [25] has been
proposed to cluster a WSN while satisfying a latency, relay load and cluster size
constraints.

Bejerano [25] successfully adopts a clustered view of the WSN and used
a spanning tree rooted at each clusterhead (i.e. gateway) for message delivery.
Bejerano breaks the problem of clustering and enforcing the required constraints
into two subproblems. The first one seeks to find a minimal number of disjoint
clusters containing all the nodes subject to an upper bound on clusters radius. The
second one considers placing a spanning tree in each cluster, and clusters that
violate the relay load and cluster size constraints are further subdivided. In this
paper, we consider the combined problem where the spanning tree and the cluster
coverage evolve in parallel as long as latency and energy consumption constraints
are satisfied.

3. SYSTEM DESCRIPTION

3.1. Network Model

We consider the problem of gateway placement in the context of Wireless
Sensor Networks (WSN). A WSN is represented by an undirected graph G(V, E),
called a connectivity graph. Each node v ∈ V represents an sensor node with a
circular transmission range of 1 unit. The neighborhood of v, denoted by N(v), is
the set of nodes residing in its transmission range. A bidirectional wireless link
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exists between v and every neighbor u ∈ N(v) and is represented by an edge (u,
v) ∈ E. The number of neighbors of a vertex v is called the degree of v, denoted
by δ (v). The maximum degree in a graph G is called the graph degree �(G) = �

Any subset of nodes S ⊆ V forms a cluster and defines a cluster graph
GS(S, ES) along with the set of links ES between them. In this study, we only
consider clusters whose corresponding cluster graph is connected. Every cluster
has a cluster-head y ∈ S and the radius r of a cluster is the maximum distance
between y and any other node in the cluster.

The distance, denoted d(u, v), between two nodes u and v is the minimum
number of hops between them. The radius of a node v in G(V, E) is the maximum
distance between v and any other node. The radius of G is hence defined as the
minimum radius in the graph. On the other hand, the diameter of G is the maximum
distance between two arbitrary nodes (or the maximum radius).

For computational purposes, we use an adjacency matrix to represent the
connectivity graph. The adjacency matrix of G(V, E) is a matrix with rows and
columns labeled by the graph vertices V, with a 1 or 0 in position (m, n) according
to whether vm and vn are directly connected or not. For the undirected graph G,
the adjacency matrix is symmetric.

3.2. Problem Description

In this paper we address the problem of gateway placement in WSNs required
to access remote command centers. This consists in logically dividing the WSN
into a set of disjoint clusters, covering all the nodes in the network. In each cluster,
a node would serve as a gateway connected to the command center, serving the
nodes inside the cluster and performing data fusion.

In each cluster, a spanning tree rooted at the gateway is used for traffic
aggregation and forwarding. Each node is mainly associated to one tree, and
would attach to another tree as an alternative route in case of path failure.

An optimal placement subject to latency and energy consumption constraints
is necessary to enhance system reliability and extend its lifetime. As discussed
earlier, those constraints are translated into the following: an upper bound R on
the cluster radius, an upper bound S on the cluster size, and an upper bound L
on relay traffic. The gateway placement problem therefore consists in logically
dividing the WSN into a minimum number of disjoint clusters that cover all nodes
and satisfy all three constraints.

3.3. ILP Formulation

We formulate the placement problem as an integer linear program (ILP). Let
N = V be the set of sensor nodes and G ⊆ V be the set of gateways. Depending
on the technology considered, G might be a subset of V as is the case in this paper.
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We introduce a binary variable yi to indicate whether a gateway i ∈ G is set up. To
represent gateways allocation to sensor nodes, we define another binary variable
xi, j which takes the value of 1 whenever node j ∈ N is assigned to gateway i ∈
G. hi, j represents the number of hops along the shortest path from node j ∈ N to
gateway i ∈ G and zk

i,j is a binary variable indicating whether the path from i to j
passes through node k. Recall that L and S are upper bounds on the relay load and
cluster size, respectively. Our objective function is formulated as follows:

min
∑

i∈Gi

yi (1)

subject to:

(a) ∀j ∈ N :
∑

i∈G

xi,j = 1

(b) ∀j ∈ N, i ∈ G : yi ≥ xi,j

(c) ∀j ∈ N :
∑

i∈G

hi,j · xi,j≤ R

(d) ∀i ∈ G, k ∈ N :
∑

j∈N

zk
i,j ≤ L (2)

(e) ∀i ∈ G :
∑

j∈N

xi,j ≤ S

(f) ∀i ∈ G : yi ∈ {0, 1}
(g) ∀j ∈ N, i ∈ G : xi,j ∈ {0, 1}
(h) ∀j ∈ N, k ∈ N, i ∈ G : zk

i,j ∈ {0, 1}

Condition (2a) denotes that each sensor node is assigned to one and only
one gateway. Inequality (2b) implies that a gateway has to be set up before being
assigned sensor nodes. Inequality (2c) ensures that there exists a path with at most
R hops between the sensor node and the assigned gateway. This constraint implies
that a cluster of bounded radius can be formed. Inequalities (2d) and (2e) provide
an upper bound on the relay load and cluster size, respectively. The last three
conditions indicate that yi, xi,j, and zk

i,j are binary variables.
By reducing the minimum set cover problem to the gateway placement prob-

lem given by the ILP above, one can show that it is NP-hard to find a minimum
number of gateways. In practice an LP solver, such as Matlab or CPLEX, can only
handle small-sized networks under the proposed model due to the fast increase
in the number of variables and constraints with the network size. It will not be
possible to solve the ILP for large networks due to memory constraints.
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In the next section, we present a polynomial time near-optimal approximation
algorithm to solve the placement problem that satisfies the latency and energy
consumption constraints.

4. RECURSIVE DOMINATING SET ALGORITHM

4.1. Dominating Set Problem

The core algorithm consists of recursive approximations of the minimum
Dominating Set (DS) problem. The corresponding decision problem of DS gen-
eralizes the NP-hard Vertex-Cover problem and is therefore also NP-hard [26].

Since the minimum DS problem is NP-hard, we rely on a greedy approach for
approximation. Approximating a DS using the greedy approach was first proposed
by Chvatal [26] for a more general model. The dominating set problem could be
formulated as follows:

Definition 1: A dominating set of a graph G = (V, E) is a subset C ⊂ V of
the nodes such that for all nodes v ∈ V, either v ∈ C or a neighbor u of v is in C.

4.2. Algorithm Description

Our algorithm consists of recursively computing minimum dominating sets:
at iteration3 i, we compute a minimum dominating set Vi of the graph Gi−1 =(
V i−1, Ei−1

)
resulting from the previous iteration.

The proposed algorithm, Recursive DS (V, i, R, L, S), performs recursive
calls. At each iteration, V represents the dominating set of the previous iterations,
i represents the iteration number, and R, L and S represent the upper bounds on
cluster radius, relay load and cluster size respectively.

As shown at line 1, we first compute the adjacency matrix of graph Gi = (Vi,
Ei), which is an internal representation of the connectivity graph Gi consisting of
the dominating set Vi of the previous iteration i − 1. At iteration i, two nodes v
and u ∈ Vi are adjacent if they are i hops away. The rationale is presented in the
next section.

The While loop from line 4 to 17 selects iteratively the node v ∈ Vi that covers
the greatest number of remaining nodes that are uncovered in Gi. The algorithm
works as follows. The set U contains, at each stage, the set of remaining uncovered
nodes. The set C contains the cover being constructed (i.e. the dominating nodes).
Line 5 represents the greedy decision-making step. A node v is chosen that covers
as many uncovered nodes as possible (with ties broken arbitrarily). Line 6 shows
the resulting subset S" composed of v and its neighbors. After v is selected,
the nodes in S" are removed from U, and v is placed in C (line 9 and 10).

3In this paper, iterations refer to recursive iterations. For example, iteration i refers to the ith recursive
step, or recursion.
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Algorithm

When the algorithm terminates, the set C contains the set of dominating nodes at
level i.

Lines 18–20 constitute the stopping criteria of the recursive calls. If the
cluster radius of the next iteration is larger than R, we return the set C which
constitutes the set of required gateways, satisfying the latency and energy con-
sumption constraints. Otherwise, we call the function Recursive-DS(V, i, R, L, S)
where C would represent Vi+1 for the iteration i + 1.

However, before proceeding and adding v to the list of dominating nodes,
we check whether a cluster rooted at v, including S", is feasible. Recall that the
original network is represented by G0(V0, E0) and clustering constraints in term
of L and S should be applied to G0. We note that each node v ∈ Vi indexes (i.e.
remembers) all the nodes in V0 it covered in previous iterations, those nodes shall
be referred to as cover(v); such that ∪vi∈V i cover(vi) = V 0 = V0.

We refer to a cluster as feasible if a spanning tree, rooted at v and covering
all nodes in cover(S"), satisfies the relay load and cluster size constraints. At
line 7, we build a spanning tree and we check if the constraints are satisfied,
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at line 8. If they are satisfied, we add v to the list of dominating nodes C, and
remove S" from U. Otherwise, the cover(S") is too large and we remove an edge
from Ei between v and another neighbor in Vi by modifying Adj such that the
combination S" of v does not occur again. This approach gives the chance to
different feasible clusters to form before moving to the next iteration and increase
the coverage of clusters. Hence, whenever the cluster radius reaches the upper
bound R, all the clusters are guaranteed to satisfy the cluster size and relay load
constraints.

Determining feasibility before reaching the maximum radius size, provides
flexibility in term of reclustering with neighboring nodes at intermediate iterations.
We will show in Section 5 that this approach leads to a much lower number of
required gateways, compared to other schemes which check for the cluster size
and relay load constraints after forming clusters of radius R.

4.3. Algorithm Illustration

In this section, we illustrate the above algorithm by showing its intermediate
steps. We consider a random topology consisting of 93 nodes in an area of 15 × 15,
as shown in Fig. 2. The algorithm is implemented in Matlab. The goal is to divide

Fig. 2. Original network consisting of 93 nodes. We aim to place a minimum number of gateways
satisfying the cluster radius R = 6 constraint.
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Fig. 3. The resulting cluster-heads constitute V1, as a result of the first iteration. It consists of a minimal
dominating set over G(V, E)) of Fig. 2.

the network into a minimum number of disjoint clusters subject to an upper bound
on the radius R = 6. Relay load and cluster size constraints are relaxed for the
sake of simplicity.

The first iteration consists in finding a minimal dominating set over G(V, E).
Figure 3 shows the 22 clusters, V1, resulting from the first iteration. The index
at each cluster-head represents the order chosen by the greedy algorithm at line
5. The order reflects the idea of selecting the nodes which can cover a maximum
number of uncovered nodes first. We note that the number of nodes |V1| = 22
moving to the next iteration is considerably lower than the original |V0| = 93.

Figure 4 shows the graph G1(V1, E1). Recall that two vertices in G1 are
connected if they are 2-hops away in the original network G. The indices at each
v1 ∈ V1 in Fig. 4 represent the weight computed by the greedy algorithm, at line
5, which is the degree of the node observed in Fig. 3 and consequently shows the
order in which they were selected.

Figure 5 consists of finding a minimal dominating set V2 over G1(V1, E1)
shown in Fig. 4. The index at the left of each cluster-head shows the order by
which v2 ∈ V2 were selected. Figure 6 shows the resulting graph G2(V2, E2).
Since any two nodes in G2 are at least 3-hops away, an edge (u2, v2) ∈ E2 exists
if u2 and v2 ∈ V2 are 3-hops away. Finally, Fig. 7 shows the resulting V3 at the
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Fig. 4. G1(V1, E1).

third iteration. The algorithm stops since the cluster radius of the next iteration
exceeds the upper bound R. The next section will present an analytical analysis of
the algorithm, formulating the relation between the maximum cluster radius ri and
iteration i; the analysis will therefore justify the reason why the algorithm stops at
iteration 3, given R = 6.

4.4. Algorithm Analysis

In this section we will denote G0(V0, E0) as simply G(V, E). From the def-
inition of dominating sets, we get the following corollary where V1 denotes the
dominating set of the first iteration:

Corollary 1: For any node v ∈ V, there exists a node v1 ∈ V1 such that
d(v, v1) = 1 or v = v1.
The second iteration consists of finding a dominating set over V1. The vertices v ∈
V1 are at least 2 hops away, therefore two vertices in V1 are adjacent if they are 2
hops away. In other word, the graph G1(V1, E1) sets up a connection between two
vertices in V1 if they are 2 hops away in the original graph G. At iteration i = 2,
Adj will be a square matrix of size |V1| × |V1| and reflects the connectivity graph
of G1. At the end of iteration 2, a set V2 will result and forms a dominating set
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Fig. 5. The cluster-heads constitute V2 as a result of the second iteration. It consists of a minimal
dominating set over G1(V1, E1) of Fig. 3.

Fig. 6. G2(V2, E2).
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Fig. 7. This is the last iteration, as the clusters radius equals the upper bound R = 6. |V2| = 2, hence
the recursive algorithm places 2 gateways at the following positions.

over V1. V2 will constitute a cover that can reach any v1 ∈ V1 in 2-hops, leading
to the following corollary:

Corollary 2: For any node v1 ∈ V1, there exists a node v2 ∈ V2 such that
d(v1, v2) = 2 or v1 = v2.

From Corollary 1 and 2, we can derive a bound for the distance of any node
v ∈ V to v2 ∈ V2. Since d(vi, vj) represents the shortest distance between vi and
vj, we can write d(v, v2) ≤ d(v, v1) + d(v1, v2). Given that the distance between
a node and itself is zero, we get d(v, v1) ≤ 1 and d(v1, v2) ≤ 2 for all v ∈ V, v1

∈ V1, and v2 ∈ V2. Hence, d(v, v2) = 3.

Corollary 3: For any node v ∈ V, there exists a node v2 ∈ V2 such that d(v,
v2) = 3.

We now present a generalization. Since the distance between any two nodes
belonging to the dominating set of iteration i is at least i + 1 hops, two nodes will
be considered connected at iteration i + 1 if they are i + 1 hops away. Recalling
that v = v0, we get the following theorem by recursion:

Theorem 1: For any node v ∈ V, there exists a node vi ∈ Vi such that d(v, vi)
≤ d(v, vi−1) + i. Reducing the term d(v, vi−1) further recursively and given that
d(v, v0) = 0, we obtain the expanded form: d(v, vi) ≤ (i × (i + 1) × 1

2 ).



Clustering in WSN with Latency and Energy Constraints 429

Consequently, our algorithm will be able to guaranty an upper bound on the
cluster radius of ri at iteration i. Recall that ri is the maximum distance d(v, vi) at
iteration i. In order to hit a target radius size, one should set the initial value for r1

adequately. Hence a general formula for ri can be written as

ri =
(

i × (i + 1) × 1

2

)
+ (r1 − 1) × i. (3)

For example, if we set the value of r1 to 1, ri would take the following values
at consecutive iterations:

i = 1, 2, 3, 4, . . .

ri = 1, 2, 3, 6, 10, . . .

Similarly, for r1 = 2, we get

i = 1, 2, 3, 4, . . .

ri = 2, 5, 9, 14, . . .

Assuming a spanning tree would be built in each cluster rooted at the gateway, ri

would serve as a guaranty on the upper bound on the depth of the tree.
The gateway placement algorithm can be implemented to run in time less then√

2R × O
(|V |2), where R is the required upper bound on the cluster’s radius.

Each recursive iteration, line 1 to 20, of the Recursive DS(V, i, R, L, S) runs
in O(|V|2). That is, the recursive algorithm runs for a total of imax × O(|V|2).
From Equation (3), we can rewrite imax × O(|V|2) as

√
2R × O

(|V |2)) which
expresses the run time of the gateway placement algorithm in term of required
cluster radius R.

In addition to running in polynomial time, our algorithm provides a near-
optimal solution, in terms of the number of gateways placed. The greedy approx-
imation of the minimum DS problem is shown in [26] to provide a near-optimal
polynomial approximation. Our recursive algorithm therefore provides a near-
optimal solution at each iteration. At iteration i, we have a ρ i(n)-approximation
factor where ρ i(n) = H(�) and �i is the graph degree of the connectivity graph
Gi. Therefore, the recursive gateway placement algorithm provides a ρ(n) approx-
imation where ρ (n) = ∏

ρi (n) = ∏
H (�i).

4.5. Algorithm Enhancement

In this section, we refine our gateway placement algorithm by introducing
weights Wi

m associated to each node vi
m in order to effectively select dominating

nodes at each iteration. The original algorithm uses a binary adjacency matrix,
making the node’s degree the major contributor to its weight in the greedy selection
step, line 5.
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We introduce the notion of distance and size of cover(u) to the greedy decision
making step by considering a weighted adjacency matrix for the graph Gi

(
V i, Ei

)

The connection state between two vertices vi
m and vi

n would have a weight, wi
m,n

The weight wi
m,n exists (i.e. wi

m,n 
= 0) if vi
m and vi

n are adjacent in Gi The weighted
adjacency matrix is not symmetrical because the vertices might have dominance
relationship over each other. The weights are calculated as follows:

wi
m,n =






0, if d
(
vi
m, vi

n

)
> i hope

1
i
× Wi−1

n , if m 
= n

Wi−1
n , if m = n

and

Wi
m =

∑

∀n

wi
m,n

where the initial conditions are

W 0
m,n =

{
0, if d

(
vi
m, vi

n

)
> 1 hope

1, otherwise

w0
m =

∑

∀n

w0
m,n = δ (vm) , the node degree

wi
m corresponds to the weight used and calculated by the greedy step to select a

dominated node vm The weight wi
m is stored with vm in C, and used in the next

section to populate the weighted adjacency matrix wi+1
m,n, which is then later used

in the greedy step. The idea is challenging but the implementation is very simple
as no further calculations are required other than the weight originally calculated
in the greedy step and carried forward by wi

m.

5. EXPERIMENTAL ANALYSIS

5.1. Alternative Algorithms

In this study, we compare the performance of the basic and weighted recur-
sive algorithms to two other alternatives: Iterative Greedy Dominating Set and
Augmenting Placement.

5.1.1. Iterative Greedy Dominating Set
We compare our placement algorithms to the scheme proposed by Bejerano

in [25]. The proposed idea in [25] is to break the problem into two subproblems
and solving each one separately. The first one seeks to find minimal number of
disjoint clusters that contains all the nodes and satisfy the radius constraints. In
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the second one, each cluster is further divided into sub-clusters if either the relay
load or cluster size constraints are violated.

We use the iterative greedy dominating set heuristic [25, 26] for clustering, in
the first sub-problem. This approach looks for the minimum dominating set of the
power graph GR

(
V R,ER

)
. It consists of picking iteratively the node whose R -

neighborhood contains the greatest number of remaining nodes that are uncovered.

5.1.2. Augmenting Placement
Similar to [24], the augmenting placement represents an additional alternative

for clustering. The algorithm is similar to the iterative greedy placement with
respect to its internal procedures; however, it does not make greedy decisions
regarding the next placement of additional gateways. Any placement providing
subsequent coverage to uncovered nodes is considered.

5.2. Performance Evaluation

In this section, we evaluate the performance of the four different placement
algorithms using various cluster radius R, relay load L and cluster size S constraints.
The algorithms are evaluated according to the number of required gateways or
clusters they produce.

For each setup, we generate 25 different random topologies and use the
average to report performance results. Each topology consists of 175 sensor nodes
placed in an area of 10 × 10. The communication radius CR is set to 1, and the
minimum distance dmin separating any pair of nodes is set to 0.6. Transmission
pattern is assumed to be circular and Euclidean distance is used to decide whether
two nodes are in communication range. After the random topology is generated, a
post processing step is performed to ensure that the resulting graph is connected.
We set a threshold for that purpose. If the ratio of disconnected nodes is less than
the threshold, the disconnected nodes are removed. Otherwise, we generate a new
topology.

5.2.1. Effects of Relay Load
We start by studying the effect of relay load constraint on gateways placement.

We fix the upper bound on cluster radius to 6 and relax the constraint on the cluster
size. As shown in Fig. 8, the effect of relay load constraints is mainly pronounced
when it is very limited; for L = 4, the iterative greedy and augmenting algorithms
place twice the number of required gateways by the recursivealgorithms.

On the other hand, as L increases and aggregate traffic is no longer the
bottleneck, the differences in performance shrink. In addition, when the upper
bound L on the relay load exceeds 20, the number of required gateways by
each algorithm remains constant; the network is then clustered according to the
limit imposed by the upper bound on cluster radius. We can clearly see that the
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Fig. 8. Effects of the relay load constraints. Cluster radius = 6, cluster size = NaN.

weighted recursive algorithm performs best for all values of L, followed by the
basic recursive algorithm.

5.2.2. Effects of Cluster Size
Next we study the impact of cluster size on the number of required gateways

by each algorithm. The relative performance of the four algorithms is consistent
with the previous analysis.

We can clearly see in Fig. 9 that the iterative greedy and augmenting place-
ment are heavily penalized when the cluster size constraint is strict (i.e. S is small).
As S decreases, the number of required gateways increases exponentially since
each cluster is subdivided further as long as the cluster size constraint is vio-
lated. This results into smaller subclusters without the possibility to merge with
neighboring clusters.

On the other hand, both recursive algorithms place much less gateways. For
example, when S = 6, they require only 50% the number of gateways placed by
the iterative algorithms. The reason is that clusters have the chance to merge with
others forming feasible clusters during earlier iterations, as opposed to forming
large clusters first and then subdivide them into feasible subclusters.

5.2.3. Effects of Cluster Radius
Next we compare the performance of the four algorithms as a function of

cluster radius R. We fix the upper bound on relay load to 6 and relax the constraint
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Fig. 9. Effects of the cluster size constraints. Cluster radius = 6, relay load = NaN.

on the cluster size. As shown in Fig. 10, the performance of the four algorithms
differs significantly. We observe that the recursive algorithms react smoothly and
consistently, placing fewer gateways as the constraint on the cluster radius get
looser. Intuitively, for a given relay load L, as we increase the upper bound on
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Fig. 10. Effects of the cluster radius constraints. Relay Load = 6, cluster size = NaN.
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cluster radius R, we expect the number of clusters to decrease and then finally to
converge.

However, this is not the case for the iterative algorithms. Not only they
place more gateways, but surprisingly, they behave inconsistently when the upper
bound on the cluster radius increases. Referring to Fig. 10, the iterative greedy
algorithm places more gateways for a cluster radius constraint of 6 than a ra-
dius constraints of 3, 4 or 5. This problem occurs whenever the cluster radius
is big enough to accommodate a large number of cluster nodes in the initial
clustering process. However, at a later stage, whenever various constraints are im-
posed, the iterative algorithm subdivides the clusters excessively to satisfy those
constraints.

5.2.4. Effects of the Communication Radius
Next, we examine the effect of communication radius CR of sensor nodes on

the placement algorithms. We vary CR from 0.8 to 2 while keeping the minimum
distance dmin between any pair of sensor nodes to 0.6. Since dmin is constant,
varying CR changes the network density λ; as CR increases, λ increases since a
sensor node can communicate with a larger set of neighboring sensor nodes.

To study the impact of cluster size and relay load individually when changing
CR, we perform two different experiments, keeping either constraint relaxed each
time. Figure 11 illustrates the number of gateways required by varying CR while
setting the upper bounds on cluster radius R to 3 and cluster size S to 15. As
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Fig. 11. Effects of the communication radius CR. Cluster radius = 3, cluster size = 15, and relay
load = NaN.
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shown in Fig. 11, an increase in communication radius reduces the number of
gateways required by the recursive algorithms to cover the WSN. Such perfor-
mance is expected because an increase in CR makes the connectivity graph of the
network richer, hence the possibility to place less gateways. However, the itera-
tive algorithms perform unexpectedly and place an increasing number of required
gateways when the density increases. Such inconsistent performance is similar to
the one observed in the previous section.

Once again, the iterative algorithm is penalized by forming initially very large
clusters, mainly when the network is dense (i.e. large CR). Then, each cluster is
subdivided further until the cluster size S constraint is satisfied, creating a large
number of small clusters.

Figure 12 shows the consistent performance of all four algorithms when
subject only to a relay load constraint L, instead of a cluster size constraint. Such
improvement in performance is due to the fact that more sensor nodes can access
the cluster head with less hops given an increase in CR. Therefore, forwarding
traffic is reduced in the network and consequently the relay load constraint gets
less strict. Unfortunately, placing fewer gateways when the CR increases comes
at the expense of an increase in transmission energy for communication. We
can clearly see that there exists a trade-off between the number of gateways
and energy consumption for communication. A systematic cost-based analysis,
similar to [28], is required to serve as guidelines to determining WSN design
parameters.
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Fig. 12. Effects of the communication radius CR. Cluster radius = 3, relay load = 6, and cluster
size = NaN.
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Fig. 13. Effects of the network size. Cluster radius = 3, relay load = 6, and cluster size = 15.

5.2.5. Effects of Network Size
Finally, we study the impact of network size on the placement algorithms.

The communication radius is set back to 1 and we increase the number of sensor
nodes and the respective area such that the density remains constant. As expected,
an increase in the number of sensor nodes leads to a larger number of gateways
required to cover the larger area.

It is very interesting to see in Fig. 13 that the number of required gateways
increases linearly with the number of sensor nodes. This observation shows that
clustering in WSN increases the scalability of the system. All placement algo-
rithms scale similarly, however, the weighted recursive algorithm requires the
least number of gateways to be placed, followed by the basic recursive algorithm,
then the greedy iterative algorithm and finally by the augmenting placement.

6. CONCLUSION AND FUTURE WORK

In this paper we addressed the problem of gateways placement in WSNs
required to access remote command centers. It consists in logically dividing the
WSN into a set of disjoint clusters, covering all the nodes in the network. For
operational considerations, the clustering problem is subject to upper bounds on
the maximum latency, the energy consumed by intermediate nodes, and clusters
size. First, we presented an ILP formulation for the gateway placement problem



Clustering in WSN with Latency and Energy Constraints 437

and showed that it is NP-hard. Then, we proposed a novel recursive algorithm for
clustering the WSN within a bounded radius, while ensuring relay load and cluster
size constraints. We showed that our algorithm runs in polynomial time and yields
near-optimal results. Next, we presented a refinement to our gateway placement
algorithm by introducing weights associated to each node, in order to effectively
select dominating nodes at each iteration.

We compared the performance of the recursive algorithms to other alterna-
tives and showed that they place less gateways and perform consistently when
subject to different constraints and network parameters. We have shown that the
recursive algorithms are robust with respect to dense networks and very strict con-
straints. In contrast, the iterative algorithms failed to perform consistently, placing
an unreasonable high number of gateways in some circumstances and behaving
unexpectedly in others. We recall that the originality of the recursive approach is
to check for relay load and cluster size constraints at an early stage during clusters
formation; intermediate clusters merge with neighboring clusters only when the
resulting cluster satisfies the constraints, giving the choice for a wide range of
possible combinations. On the other hand, by separating cluster formation and
satisfying the constraints into two successive processes, the iterative algorithms
require placing a large number of gateways by subdividing clusters into smaller
ones without the chance to recombine with others.

The followings are possible directions for future work. First, it would be
interesting to consider a decentralized implementation of the algorithm, given the
locality of the computations. Second, additional constraints such as maximum
distance between gateways could be imposed to allow multihop communication
between the gateways and the command center. Finally, a multi-tier architecture
could be considered to allow regional data fusion of multiple neighboring gateways
recursively in a large WSN, reducing the cost of direct long haul communications.
The recursive nature of our algorithm makes a multi-tier architecture easily com-
putable by considering any specific intermediate dominating set as a tier.
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