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Abstract

We study two online resource allocation problems with reusability in an adversarial setting, namely
kRental-Fixed and kRental-Variable. In both problems, a decision-maker manages 𝑘 identical reusable
units and faces a sequence of rental requests over time. We develop theoretically grounded relax-and-
round algorithms with provable competitive ratio guarantees for both settings. For kRental-Fixed, we
present an optimal randomized algorithm that achieves the best possible competitive ratio. The algo-
rithm first computes an optimal fractional allocation using a price-based approach, and then applies a
novel lossless online rounding scheme to obtain an integral solution. For kRental-Variable, we first es-
tablish the impossibility of achieving lossless online rounding. We then introduce a limited-correlation
rounding technique that treats each unit independently while introducing controlled dependencies
across allocation decisions involving the same unit. Combined with a carefully-crafted price-based
method for computing the fractional allocation, this approach yields an order-optimal competitive ra-
tio for the variable-duration setting.

1 Introduction

This paper investigates adversarial online allocation problems involving reusable resources, which we refer
to as 𝑘-rental problems. In the 𝑘-rental setting, a seller (or decision-maker) manages an inventory of 𝑘
identical units of a resource, say, 𝑘 balls. A sequence of requests arrives over time, each seeking to rent

one ball for a specified duration. Once allocated, a ball becomes unavailable until the rental period ends,
after which it returns to the inventory. Each request also specifies a unique valuation for renting a ball.
The objective is to maximize the total valuation of all accepted requests.

In the special case without reusability (i.e., the rental durations are infinite), numerous variants of 𝑘-
rental problems have been extensively studied under different arrival models. These include the secretary
problem in the random-order model [13], prophet inequalities in stochastic IID or non-IID settings [3, 11,
22], and different forms of adversarial online selection problems, such as 𝑘-search and one-way trading [7,
26, 23, 32], the online knapsack problem [30, 31, 33], and their applications in revenue management [28, 2].

In this paper, we study two adversarial 𝑘-rental problems, denoted kRental-Fixed and kRental-Variable.
In kRental-Fixed, all requests have a fixed and identical rental duration, but their valuations are uncertain.
The kRental-Variable setting generalizes this by allowing rental durations to vary across requests, with
each request’s valuation assumed to be linear in its duration.
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For the kRental-Fixed problem, [4] considers a more general online bipartite matching model in which
each matched offline node becomes available again after a fixed 𝑑 time units. Their algorithm achieves a
competitive ratio of 0.589, though it does not address the optimality of their algorithm or lower bounds
of the kRental-Fixed problem. They also proposed a second algorithm using a correlation-based round-
ing scheme that achieves a 0.505-competitive ratio which is very close to the 0.5 ratio attained by the
greedy algorithm in this setting. However, the primary limitation of their approach lies in the rounding
step, which lacks sufficient effectiveness to deliver tight performance guarantees. A more recent work
by [6] examines an online job assignment problem that overlaps with both kRental-Fixed and kRental-
Variable. They develop deterministic algorithms that achieve order-optimal competitive ratios, but only
in the large-inventory regime where 𝑘 → ∞. This leaves open the important question of designing ran-

domized algorithms with tight guarantees for both kRental-Fixed and kRental-Variable across all ranges
of inventory sizes, including small and moderate regimes (i.e., 𝑘 is finite).

1.1 Our Contributions

We address the above open question affirmatively by developing randomized algorithms for 𝑘-rental under
general inventory settings. Our algorithms achieve the optimal competitive ratio for kRental-Fixed and a
near-optimal performance guarantee for kRental-Variable. Specifically, our contributions are twofold:

𝛾-ocr and lossless online rounding schemes. We introduce an online rounding subroutine termed
𝛾-Online Correlated 𝑘-Rental (𝛾-ocr) that captures the core challenge of rounding any feasible online
fractional allocations in reusable settings with fixed rental durations. The goal is to round each fractional
allocation to an integral one, allocating a unit with probability at least equal to its fractional value multi-
plied by 𝛾 ∈ [0, 1]. As a warm-up, we present an independent rounding scheme and show that it is lossless
when the inventory is large but fails in small-inventory cases. To address this, we develop a new online
rounding algorithm, 1-ocr, which introduces correlations across time steps to achieve lossless rounding.
We believe this method has broader applicability and may be of independent interest.

Implications and insights of 𝛾-ocr for pricing reusable resources. Our online rounding frame-
work 𝛾-ocr yields both positive and negative results for the kRental-Fixed and kRental-Variable problems,
respectively. For kRental-Fixed, we design an optimal randomized algorithm grounded in the 1-ocr frame-
work. This algorithm first computes an optimal online fractional solution using a price-based approach and
then applies the 1-ocr rounding scheme to obtain an integral allocation. In contrast, for kRental-Variable
with variable rental durations, we establish a fundamental impossibility result: no online rounding scheme
can convert an arbitrary fractional solution into an integral one while preserving the same competitive ra-
tio. To address this challenge, we propose a randomized algorithm based on a limited-correlation rounding
scheme that treats different units independently while introducing controlled dependencies across alloca-
tion decisions involving the same unit. Although the rounding step is inherently lossy, we prove that the
resulting algorithm attains an order-optimal, best-known performance guarantee for kRental-Variable.

Techniques. Our overarching approach follows the relax-and-round framework, which first computes a
fractional allocation for a relaxed version of the problem using a price-based method, and then rounds this
solution to obtain an integral allocation. The second step, i.e., the rounding procedure, is more nuanced
and central to our contribution. From a technical standpoint, to derive a pricing function that produces
the optimal fractional solution for kRental-Fixed, we adopt an online primal-dual approach to guide the
design of an appropriate pricing function. For kRental-Variable, we employ the LP-free certificate frame-
work developed in [16] to construct the pricing function. In this approach, designing an 𝛼-competitive
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algorithm reduces to finding a feasible solution to a system of delayed differential inequalities, which the
pricing function of dop-𝜙-variable must satisfy in order to achieve the desired competitiveness. This
system, parameterized by the achievable competitive ratio, characterizes the design of a pricing function
that attains the smallest possible competitive ratio.

1.2 Related Work

Online resource allocation—the process of assigning limited resources to sequentially arriving requests to
maximize social welfare or profit—is a central topic in computer science and operations research. In the
following we briefly mention important papers from the literature related to this work.

Online scheduling. The adversarial online interval scheduling problem, introduced by [25], considers
the task of scheduling a sequence of intervals (jobs) on a single server as they arrive in order of their
start times. Assuming that the minimum and maximum job durations are unknown, their randomized
algorithm based on a converging sequence of coin flip probabilities achieves an 𝑂

(
(lnΔ)1+𝜀

)
competitive

ratio for any 𝜀 > 0, where Δ is the ratio of the longest to the shortest job duration. Motivated by this work,
several subsequent studies (e.g., [9, 17, 15]) have explored various extensions of the problem. For instance,
[15] examined a variant in which the minimum and maximum job durations are known, referred to as the
online reservation problem, and proposed a static pricing algorithm with a performance guarantee of 3 ·

(
1+

ln(Δ)
)
. However, the static threshold approach may be ill-suited for online allocation involving reusable

resources, where the algorithm must manage more complex dynamics and schedule jobs to maximize total
resource utilization. In Section 4, we investigate whether a dynamic pricing scheme, one that continuously
updates resource prices in response to changing market conditions, can achieve stronger performance
guarantees. Additionally, we develop an online rounding scheme that, when integrated with the dynamic
pricing mechanism, effectively converts fractional solutions into integral ones while maintaining robust
performance guarantees.

Online matching with reusable resources. Several studies, including [4, 30, 14, 20, 6], have investi-
gated the online matching problem and its variants in settings with resource reusability. In particular, as
previously discussed, [4] examined an online bipartite matching problem in which resources are reusable.
This setting extends the classical online matching model introduced by [24] by allowing each matched
offline node to become available again after 𝑑 time units. In Section 3, we focus on a special case of this
model involving a single resource type and valuation uncertainty. We explore whether improved com-
petitive ratios and stronger correlation schemes can be achieved compared to their results. [20] studied
adversarial reusability in the context of online assortment planning, where the kRental-Variable problem
can be reduced to their model. Their work also centers on deterministic algorithm design. Within the
kRental-Variable framework, their algorithm achieves a competitive ratio of 4 ln

(𝑑max
𝑑min

)
as the inventory

size tends to infinity, where 𝑑max and 𝑑min denote the maximum and minimum rental durations, respec-
tively. More recently, [6] considered a generalized version of the kRental-Variable problem within the
online matching framework. Their model incorporates uncertainty in each request’s per-unit-time valua-
tion over the requested interval and across different item types. Given the close connection between their
formulation and ours, we provide a detailed comparison in Appendix J, deferred due to space constraints.

Online rounding. Recent work in computer science and operations research has demonstrated the ef-
fectiveness of online rounding frameworks [8, 27], which typically adopt a relax-and-round paradigm.
Notable progress has been made in designing innovative online rounding schemes in recent years. For
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example, [8] introduced a subroutine called Online Correlated Selection, which imposes negative correla-
tion across selected pairs to achieve improved competitive ratios over classical greedy algorithms, which
are limited to a 1

2 -competitive ratio. Building on this idea, [4] developed the Online Correlated Rental
method for settings with reusable resources and fixed rental durations. Similar correlation-based tech-
niques have also been adapted to the Adwords problem by [19]. In the context of stochastic optimization,
several studies (e.g., [10, 1]) have proposed related rounding techniques, such as online contention resolu-
tion schemes, demonstrating their effectiveness in applications including prophet inequalities and online
stochastic matching.

2 A Lossless Rounding Scheme for Online Correlated 𝑘-Rental

We first introduce Online Correlated 𝑘-Rental (ocr), which is an online rounding subroutine for 𝑘-rental
problems. The ocr subroutine captures the key challenge of rounding a fractional solution in 𝑘-rental
problems where resources are reusable, and

serves as a building block for algorithm design in Section 3.

2.1 𝛾-ocr: Definitions, Objectives, and Challenges

Definition 1 (𝛾-ocr). Consider a set of 𝑘 identical balls, each uniquely labeled from the set {1, 2, . . . , 𝑘}.
Each ball can be rented to a player for a fixed duration of 𝑑 time units, after which it becomes available for

reuse. A sequence of 𝑁 players arrives one by one, where each player 𝑛 is characterized by a tuple (𝑥𝑛, 𝑎𝑛).
Here, 𝑥𝑛 ∈ [0, 1] denotes the target probability with which the procedure should assign a ball to player 𝑛, and

𝑎𝑛 is the arrival time of player 𝑛. For a fixed 𝛾 ∈ [0, 1], a 𝛾-ocr is an online rounding scheme that guarantees

renting a ball to each player 𝑛 ∈ [𝑁 ] with probability at least 𝛾𝑥𝑛 , for all input instances {(𝑥𝑛, 𝑎𝑛)}𝑛∈[𝑁 ]
satisfying the following condition:

𝑥𝑛 ≤ min
{
1, 𝑘 −

∑︁
𝑗∈[𝑛−1]

𝑥 𝑗 · I{𝑎 𝑗+𝑑>𝑎𝑛 }
}
, ∀𝑛 ∈ [𝑁 ] . (1)

As a rounding scheme, 𝛾-ocr is a randomized online algorithm that makes irrevocable decisions upon
the arrival of each player, either assigning a ball to the player or rejecting it. 𝛾-ocr focuses on the inputs
that satisfy the regularity conditions in Eq. (1). In particular, the term

∑
𝑗∈[𝑛−1] 𝑥 𝑗 · I{𝑎 𝑗+𝑑>𝑎𝑛 } on the right-

hand side quantifies the cumulative targeted probabilities of players who arrived prior to player 𝑛 and
whose rental intervals (each of length 𝑑) overlap with that of player 𝑛. This sum accounts for the expected
occupancy of the balls at the time of player𝑛’s arrival. Furthermore, the condition in Eq. (1) also guarantees
that 𝑥𝑛 ≤ 1 for all 𝑛 ∈ [𝑁 ], thereby ensuring that the assignment probability for any individual player
does not exceed the availability of a single unit. Violation of this constraint would imply that the total
targeted assignment at the arrival of player 𝑛 exceeds the inventory limit of 𝑘 units.

The goal is to design a 𝛾-ocr that maximizes 𝛾 . A 1-ocr is referred to as a lossless rounding scheme, as
it guarantees renting a ball to each player 𝑛 ∈ [𝑁 ] with probability at least 𝑥𝑛 . Designing such a scheme,
however, is non-trivial. As a warm-up, we first present a simple independent rounding algorithm that
incurs rounding losses. This scheme highlights the limitations of uncorrelated rounding and underscores
the need to correlate the allocation decision for each newly arriving player with the decisions made for
previously served players who still hold rented balls.
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Figure 1: Comparison of the approximate parameter 𝑓𝑘 = 1− 1
𝑘1/3

versus the optimal parameter 𝑓 ∗
𝑘
, and the

resulting 𝛾 values for Algorithm 1 using 𝑓𝑘 and 𝑓 ∗
𝑘
.

2.2 Warm Up: A Simple Independent Rounding Scheme

Algorithm 1: 𝛾-ocr using Independent Rounding
1 Input: Number of balls 𝑘 , rental duration 𝑑 , parameter 𝑓𝑘 ∈ [0, 1].
2 Output: Assignment 𝑧𝑛 ∈ {0, 1} for each player 𝑛 ∈ [𝑁 ].
3 for each player 𝑛 with the tuple (𝑎𝑛, 𝑥𝑛) do
4 Compute the number of balls currently rented at time 𝑎𝑛 : 𝑦𝑛 =

∑
𝑗=[𝑛−1] 𝑧 𝑗 · I{𝑎 𝑗+𝑑>𝑎𝑛 } .

5 Sample a random seed 𝑆𝑛 ∼ 𝑈 (0, 1).
6 if 𝑆𝑛 ≤ 𝑓𝑘 · 𝑥𝑛 and 𝑦𝑛 < 𝑘 then

7 𝑧𝑛 ← 1; ⊲ Allocate the (𝑦𝑛 + 1)-th available ball to player 𝑛
8 end

9 else

10 𝑧𝑛 ← 0. ⊲ Reject request 𝑛
11 end

12 end

Consider the rounding scheme in Algorithm 1, which is motivated by rounding schemes in the approx-
imation algorithms literature.

It samples a random seed 𝑆𝑛 independently at the arrival of each player 𝑛 from the uniform distribution
𝑈 (0, 1). A ball is then allocated to player 𝑛 if 𝑆𝑛 ≤ 𝑓𝑘 · 𝑥𝑛 and at least one ball is available. The parameter
𝑓𝑘 ∈ [0, 1] serves as a downscaling factor that depends on the total number of balls, 𝑘 , and targets to
reduce the allocation probability for each player. This downshift increases the likelihood that a ball will
be available for future arrivals, allowing more players to be served.

Proposition 1. Given 𝑓𝑘 ∈ [0, 1], Algorithm 1 is 𝛾𝑘 -ocr, where 𝛾𝑘 = 𝑓𝑘 ·
(
1 − exp

(
− (𝑘−𝑓𝑘 ·𝑘 )

2

𝑓𝑘 ·𝑘+𝑘

))
.

The proof of Proposition 1 is based on the Chernoff bound inequality and is provided in Appendix A.
This result also informs the design of the downscaling parameter 𝑓𝑘 as a function of 𝑘 to maximize 𝛾𝑘 . The
optimal value 𝑓 ∗

𝑘
cannot be obtained in closed form, since it involves solving a transcendental equation

of the form 𝐴(𝑥) = ln(1 − 𝐷 (𝑥)). However, it can be efficiently computed using numerical methods such
as binary search, and is illustrated in Figure 1. Based on the numerical results, we also observe that the
optimal parameter 𝑓 ∗

𝑘
closely follows a simple expression 𝑓𝑘 = 1 − 1

𝑘1/3
.

Figure 1 shows that the performances of Algorithm 1with 𝑓𝑘 = 1− 1
𝑘1/3

and 𝑓 ∗
𝑘
are also close. In addition,

as seen in the figure, for large values of 𝑘 the resulting 𝛾 approaches one; however, for small inventory
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sizes (small values of 𝑘), the algorithm is not an effective rounding scheme. This motivates our design for
a lossless rounding scheme.

2.3 A 1-ocr Through Dependent Rounding

In this subsection, we propose a 1-ocr by correlating the allocation decisions in Algorithm 2.

Key idea of creating negative correlation. At a high level, the key idea of Algorithm 2 is to correlate
each current allocation decision with past decisions involving players whose allocated balls are expected
to return sooner. Specifically, prior to the arrival of any player, the algorithm samples a single random
seed 𝑟 ∼ 𝑈 (0, 1), which remains fixed throughout the entire execution and serves as the only source of
randomness. This shared seed induces correlation across allocation decisions for different players. For each
player 𝑛, the algorithm uses this seed to determine whether to allocate a ball. It maintains two pointers:
𝑚𝑛 ∈ {1, 2, . . . , 𝑘} and 𝑝𝑛 ∈ [0, 1]. The first pointer,𝑚𝑛 , indicates the ball under consideration for allocation
to player 𝑛; this ball may be unavailable if it is currently assigned to a previous player. The second pointer,
𝑝𝑛 , specifies a subinterval of [0, 1] used to guide the allocation decision. For each player 𝑛, the algorithm
proceeds based on the relationship between 𝑝𝑛 and 𝑥𝑛 , as described in the following two cases.

• Case 1: If 𝑝𝑛 + 𝑥𝑛 < 1, then the algorithm allocates ball𝑚𝑛 to player 𝑛 if 𝑟 ∈ [𝑝𝑛, 𝑝𝑛 + 𝑥𝑛) and the
ball is available in the system. Otherwise, the player is rejected and no ball is allocated.

• Case 2: If 𝑝𝑛 + 𝑥𝑛 ≥ 1, then the algorithm allocates ball𝑚𝑛 if 𝑟 ∈ [𝑝𝑛, 1] (and the ball is available
in the system), or allocates ball 𝑚𝑛 + 1 if 𝑟 ∈ [0, 𝑝𝑛 + 𝑥𝑛 − 1). Since 𝑥𝑛 ≤ 1, these intervals are
non-overlapping, ensuring that no more than one ball is allocated.

Key invariant of Algorithm 2. It is worth noting that Algorithm 2 does not verify the availability of
balls𝑚𝑛 and𝑚𝑛 + 1 before assigning them to players. This omission is justified by some key invariants
that we establish in Proposition 2 below concerning the availability of these balls.

Proposition 2 (Invariants of Algorithm 2). Upon the arrival of the 𝑛-th player, the following holds:

• If 𝑝𝑛 + 𝑥𝑛 < 1 and the random seed 𝑟 ∈ [𝑝𝑛, 𝑝𝑛 + 𝑥𝑛), then the ball𝑚𝑛 is available.

• If 𝑝𝑛 + 𝑥𝑛 ≥ 1 and the random seed 𝑟 ∈ [𝑝𝑛, 1], then the ball𝑚𝑛 is available.

• If 𝑝𝑛 + 𝑥𝑛 ≥ 1 and the random seed 𝑟 ∈ [0, 𝑝𝑛 + 𝑥𝑛 − 1), then the ball𝑚𝑛 + 1 is available.

The proof of the above proposition is provided in Appendix B.1. The pointer mechanism described
therein plays a critical role in synchronizing the scheduling of different balls for consecutive players. It
also maintains a record of subintervals within [0, 1] such that, if the random seed 𝑟 falls within these
intervals, either ball𝑚𝑛 or𝑚𝑛+1 remains available. As explained in the context of Algorithm 2, the total
length of the subinterval used for decision-making for each player𝑛 is precisely 𝑥𝑛 . Since 𝑟 is sampled from
the uniform distribution 𝑈 (0, 1) and a ball is assigned when 𝑟 lies within the corresponding subinterval,
each player receives a ball with the target probability 𝑥𝑛 .

Leveraging the key invariants established in Proposition 2, we can conclude that Algorithm 2 is lossless.

Theorem 1. Algorithm 2 is a 1-ocr, namely, it is a lossless rounding scheme.

Due to the space limit, we defer the full proof of the above theorem to Appendix B.2, and provide a
detailed example to explain how Algorithm 2 works in Appendix B.3.
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Algorithm 2: 1-ocr using Dependent Rounding
1 Input: Number of balls 𝑘 , rental duration 𝑑 .
2 Output: Assignment 𝑧𝑛 ∈ {0, 1} for each player 𝑛 ∈ [𝑁 ].
3 Initialize: Set𝑚1 = 1, 𝑝1 = 0. sample a random seed 𝑟 ∼ 𝑈 (0, 1).
4 for each request 𝑛 with the tuple (𝑎𝑛, 𝑥𝑛) do
5 if

∑
𝑗∈[𝑛] 𝑥 𝑗 · I{𝑎 𝑗+𝑑>𝑎𝑛 } > 𝑘 then

6 𝑧𝑛 ← 0. ⊲ Reject player 𝑛
7 end

8 if 𝑝𝑛 + 𝑥𝑛 < 1 then
9 if 𝑟 ∈ [𝑝𝑛, 𝑝𝑛 + 𝑥𝑛) then
10 𝑧𝑛 ← 1. ⊲ Assign ball𝑚𝑛 to player 𝑛
11 end

12 else

13 𝑧𝑛 ← 0. ⊲ Reject player 𝑛
14 end

15 Update 𝑝𝑛+1 = 𝑝𝑛 + 𝑥𝑛 and𝑚𝑛+1 =𝑚𝑛 .
16 end

17 else

18 if 𝑟 ∈ [𝑝𝑛, 1] then
19 𝑧𝑛 ← 1. ⊲ Allocate ball𝑚𝑛 to player 𝑛
20 end

21 else if 𝑟 ∈ [0, 𝑥𝑛 + 𝑝𝑛 − 1) then
22 𝑧𝑛 ← 1. ⊲ Allocate ball𝑚𝑛 + 1 to player 𝑛
23 end

24 else

25 𝑧𝑛 ← 0. ⊲ Reject player 𝑛
26 end

27 Update 𝑝𝑛+1 = 𝑥𝑛 + 𝑝𝑛 − 1 and𝑚𝑛+1 =𝑚𝑛 + 1 (if𝑚𝑛+1 > 𝑘 , then set𝑚𝑛+1 = 1).
28 end

29 end

3 kRental-Fixed: 𝑘-Rental with Fixed Rental Durations

In this section, we define the kRental-Fixed problem and present an optimal randomized algorithm based
on the rounding scheme, 1-ocr, developed in the previous section.

3.1 Problem Formulation and Assumptions

Let us formally define the online 𝑘-rental problem (kRental-Fixed) as follows. A decision maker has 𝑘 units
of an item and allocates them to online arriving requests. Each request 𝑛 ∈ [𝑁 ] asks to rent one item for 𝑑
time units. The 𝑛-th request arrives at time 𝑎𝑛 , and has a valuation 𝑣𝑛 for renting one item. In particular, if
an item is allocated to request 𝑛, the item is rented starting from 𝑎𝑛 , and becomes available again at time
𝑎𝑛 + 𝑑 .

Let 𝑥𝑛 ∈ {0, 1} denote the decision to accept or reject the 𝑛-th request. The objective of the problem
is to maximize the total valuation of requests that receive an item allocation, i.e.,

∑
𝑛∈[𝑁 ] 𝑥𝑛 · 𝑣𝑛 , while

respecting the constraints on available items.
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Let 𝐼 = {𝑣𝑛, 𝑎𝑛}𝑛∈[𝑁 ] denote an instance of kRental-Fixed. The maximum valuation from the optimal
clairvoyant algorithm, OPT(𝐼 ), can be determined by solving the following optimization problem:

max
𝑥𝑛

∑︁
𝑛∈[𝑁 ]

𝑣𝑛 · 𝑥𝑛, (2a)

s.t.
∑︁

𝑗∈[𝑛]
𝑥 𝑗 · I{𝑑+𝑎 𝑗>𝑎𝑛 } ≤ 𝑘, ∀𝑛 ∈ [𝑁 ], (2b)

𝑥𝑛 ∈ {0, 1}, ∀𝑛 ∈ [𝑁 ] . (2c)

The constraint (2b) ensures that at any point in time throughout the horizon, no more than 𝑘 items
are allocated. The left-hand-side of this constraint counts the number of units of the item allocated at
that moment, including the decision made for the arriving request 𝑛. Thus, it is sufficient to enforce this
constraint only at the arrival of each request 𝑛, when the available inventory may decrease.

In the online setting, the decision maker must make an irrevocable decision to accept or reject each
request upon its arrival. The uncertainty regarding future requests’ valuations and the overall demand for
the items makes this decision challenging. To achieve a bounded performance, we follow the literature
and assume the valuations of requests are bounded.

Assumption 1. All valuations are within the range [𝑣min, 𝑣max], i.e., 𝑣𝑛 ∈ [𝑣min, 𝑣max],∀𝑛 ∈ [𝑁 ].

Let I denote the set of all instances of the kRental-Fixed that satisfy Assumption 1. Our goal is to
design online algorithms whose objective is competitive with that of OPT(𝐼 ) for every instance 𝐼 ∈ I.
Specifically, an online algorithm ALG is said to be 𝛼-competitive if, for any input instance 𝐼 , the following
inequality holds 𝛼 ≥ OPT(𝐼 )

E[ALG(𝐼 ) ] , where the expectation E[ALG(𝐼 )] is taken over the randomness of the online
algorithm.

In the following section, we present an algorithm for the kRental-Fixed problem that achieves the
minimum possible competitive ratio among all online algorithms. This result strictly improves upon the
deterministic algorithm proposed by [6], which attains only an order-optimal competitive ratio in the
asymptotic regime where the inventory size tends to infinity.

3.2 dop-𝜙-fixed: A Relax-and-Round Algorithm for kRental-Fixed

We introduce a randomized online algorithm, dop-𝜙-fixed, presented in Algorithm 3, which is based on a
general relax-and-round framework. In the relaxation step, we design an online algorithm for a continuous
version of problem (2) by relaxing the integrality constraint to 𝑥𝑛 ∈ [0, 1] for all 𝑛 ∈ [𝑁 ]. This algorithm
produces an online fractional solution {𝑥𝑛}𝑛∈[𝑁 ] . In the rounding step, the algorithm converts the fractional
solution 𝑥𝑛 into an integral decision 𝑥𝑛 ∈ {0, 1}.

Core idea for obtaining fractional allocation: Pseudo-utility maximization in Eq. (3). Upon the
arrival of request 𝑛, the algorithm first computes an expected utilization level 𝑦𝑛 =

∑𝑛−1
𝑗=1 𝑥 𝑗 · I{𝑎 𝑗+𝑑>𝑎𝑛 } ,

which is the expected number of resource units that are currently rented by the previous requests whose
rental durations overlap with that of request 𝑛. Using this expected utilization level, the algorithm deter-
mines the fractional allocation by solving a pseudo-utility maximization problem as described in Eq. (3).
The first term 𝑥 · 𝑣𝑛 is the valuation from request 𝑛, and the second term is a pseudo-cost of renting 𝑥

unit of an item when the current utilization level is 𝑦𝑛 . Specifically, the pseudo-cost, 𝑘
∫ (𝑦𝑛+𝑥 )/𝑘
𝑦𝑛/𝑘

𝜙 (𝜂) 𝑑𝜂,
is estimated using a carefully-designed, normalized marginal pricing function 𝜙 : [0, 1] → [𝑣min, 𝑣max].
Thus, the integration of 𝜙 over the resource utilization interval [ 𝑦𝑛

𝑘
,
𝑦𝑛+𝑥
𝑘
] gives the pseudo-cost.

In this context, the fractional allocation 𝑥𝑛 represents the optimal fraction of a resource unit to allocate
to request 𝑛, given their valuation 𝑣𝑛 and the pricing rule defined by 𝜙 .
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Rounding subroutine: 1-ocr. In this step, the fractional solution 𝑥𝑛 is passed to the lossless online
rounding procedure 1-ocr. This procedure generates an integral decision 𝑥𝑛 on whether to accept the
request. This procedure operates as an online algorithm, with an instance of this algorithm initiated at the
start of Algorithm 3. As each request 𝑛 arrives at time 𝑎𝑛 , the 1-ocr procedure receives a probability value
𝑥𝑛 ∈ [0, 1] (generated by the relaxation step) as input at time 𝑎𝑛 . Then it makes an integral decision 𝑥𝑛 on
whether to accept or reject the request. All rounding decisions are based on one random seed, which is
fixed when Algorithm 3 initiates the 1-ocr instance and remains the same for all requests.

Algorithm 3: Duration-Oblivious Price-based Algorithm with Lossless Rounding for kRental-
Fixed (dop-𝜙-fixed);
1 Input: Pricing function 𝜙 : [0, 1] → [𝑣min, 𝑣max].
2 Initiate an instance of 1-ocr procedure.
3 for each arriving request 𝑛 with (𝑣𝑛, 𝑎𝑛) do
4 Compute the expected utilization level at time 𝑎𝑛 : 𝑦𝑛 =

∑𝑛−1
𝑗=1 𝑥 𝑗 · I{𝑎 𝑗+𝑑>𝑎𝑛 } .

5 if 𝑦𝑛 < 𝑘 then

6 Compute the fractional allocation: ⊲ Relax step

𝑥𝑛 = argmax
𝑥∈[0,min{1, 𝑘−𝑦𝑛 } ]

𝑥 · 𝑣𝑛 − 𝑘
∫ (𝑦𝑛+𝑥 )/𝑘

𝜂=𝑦𝑛/𝑘
𝜙 (𝜂) 𝑑𝜂. (3)

7 Decide the integral allocation by Algorithm 2: 𝑥𝑛 = 1-ocr (𝑥𝑛, 𝑎𝑛). ⊲ Round step
8 end

9 else

10 𝑥𝑛 = 0. ⊲ Reject request 𝑛
11 end

12 end

I
Before leaving this subsection, we remark that the pseudo-utility maximization that yields the frac-

tional allocation in Eq. (3) differs fundamentally from the pseudo-cost frameworks of [6, 30]. Those works
adopt a forward-looking approach that estimates the cost of accepting a request using the entire utiliza-
tion trajectory over the request’s rental interval. Thus, the pseudo-cost is a functional of the utilization
curve throughout the interval, not merely the level observed at arrival. In contrast, our algorithm adopts
a much simplermyopic approach that computes its pseudo-cost just based on the current utilization at the
moment the request arrives (hence the term “duration-oblivious"). We next show that it is a simpler yet
still competitive pricing rule.

3.3 Theoretical Guarantee of dop-𝜙-fixed

As explained in Section 3.2, dop-𝜙-fixed employs the 1-ocr procedure to round the fractional allocation 𝑥𝑛
at each time step and to make an integral decision. For this procedure to function correctly, the fractional
solution generated by the relax step must satisfy the feasibility conditions in Eq. (1) for 1-ocr.

Lemma 1 (Feasibility of Fractional Solutions). In dop-𝜙-fixed, the input of the round step (line 7 of Algo-

rithm 3), {(𝑥𝑛, 𝑎𝑛)}𝑛∈[𝑁 ] , satisfies the feasibility condition in Eq. (1).

The above lemma naturally follows from the design of dop-𝜙-fixed. Based on this, we prove the
performance guarantee for dop-𝜙-fixed.

9



Theorem 2. dop-𝜙-fixed is

(
1 + ln

( 𝑣max
𝑣min

) )
-competitive for kRental-Fixed when 𝜙 is given by

𝜙 (𝑦) = 𝑣min · exp
( (
1 + ln( 𝑣max

𝑣min
)
)
· 𝑦 − 1

)
, 𝑦 ∈ [0, 1] . (4)

The complete proof of Theorem 2 is provided in Appendix C. Our proof follows the well-established
online primal-dual (OPD) framework, with a notable deviation from the conventional approach: the up-
dates to the dual variables are deferred until after the arrival of the final request similar to the work done in
[20]. Specifically, the dual linear program involves variables {𝑢𝑛, 𝜆𝑛}𝑛∈[𝑁 ] . In line with the interpretation
in [5], 𝜆𝑛 can be viewed as the per-unit price of the item at the arrival of request 𝑛, while 𝑢𝑛 represents
the utility that request 𝑛 derives under the pricing scheme that determines the fractional allocation. A key
step in the OPD method is the update of the variable 𝜆𝑛 . For each request 𝑛, it suffices to increase the price
only at the arrival time of request 𝜈∗𝑛 , defined as the latest-arriving request whose interval overlaps with

that of request 𝑛. This suffices because any future request whose allocation might be influenced by that of
request 𝑛 must also have an interval overlapping with 𝜈∗𝑛 . Therefore, updating the item price at the arrival
of 𝜈∗𝑛 ensures the the dual constraint getting satisfied.

Finally, we can show that dop-𝜙-fixed achieves the optimal competitive ratio by showing a matching
lower bound as follows.

Proposition 3 (Lower Bound). Under Assumption 1, no online algorithm, deterministic or randomized, can

obtain a competitive ratio better than 1 + ln
( 𝑣max
𝑣min

)
for the kRental-Fixed problem.

The proof of the above proposition is presented in Appendix D. Following the approach of [29, 21],
we construct a family of hard instances to derive the desired lower bound. The instance begins with 𝑘 re-
quests, each with valuation 𝑣min. These are followed by successive batches of requests with monotonically
increasing valuations, eventually reaching 𝑣max. All requests arrive within an arbitrarily small time win-
dow that is negligible relative to the deadline 𝑑 . By applying the representative function-based approach
[29, 21] to this family of instances, we derive the optimal online algorithm and establish a matching lower
bound applicable to all online algorithms.

4 kRental-Variable: 𝑘-Rental with Variable Rental Durations

This section focuses on the kRental-Variable problem, which generalizes the kRental-Fixed problem stud-
ied in Section 3 by allowing variable rental durations.

4.1 Problem Statement and Assumptions

We formally define the 𝑘-rental problem with variable rental durations (kRental-Variable) as follows. A
decision maker has 𝑘 identical units of a resource to allocate to 𝑁 requests arriving online. Each request
𝑛 ∈ [𝑁 ] arrives at time 𝑎𝑛 and asks to rent one unit of the resource for 𝑑𝑛 time units, where the rental
duration 𝑑𝑛 may vary across requests. If a unit is allocated to request 𝑛, it remains occupied until time
𝑎𝑛 + 𝑑𝑛 , after which it becomes available again for future requests. Each request has a valuation equal to
its rental duration 𝑑𝑛 . Let 𝑥𝑛 ∈ {0, 1} indicate whether request 𝑛 is accepted (𝑥𝑛 = 1) or rejected (𝑥𝑛 = 0).
The objective is to maximize the total valuation of accepted requests,

∑
𝑛∈[𝑁 ] 𝑥𝑛 𝑑𝑛, subject to the resource

constraint corresponding to the finite inventory capacity.
Let 𝐼 = {𝑎𝑛, 𝑑𝑛}𝑛∈[𝑁 ] denote an instance of the problem. The performance of the optimal clairvoyant
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algorithm on instance 𝐼 , OPT(𝐼 ), can be computed based on following integer linear program:

max
𝑥𝑛

∑︁
𝑛∈[𝑁 ]

𝑥𝑛 · 𝑑𝑛, (5a)

𝑠 .𝑡 .
∑︁

𝑗∈[𝑛]
𝑥 𝑗 · I{𝑑 𝑗+𝑎 𝑗>𝑎𝑛 } ≤ 𝑘, ∀𝑛 ∈ [𝑁 ], (5b)

𝑥𝑛 ∈ {0, 1}, ∀𝑛 ∈ [𝑁 ] . (5c)

To achieve a bounded competitive ratio, we still impose constraints on the adversary, ensuring that
the requested rental durations of requests are bounded within a finite support.

Assumption 2. All rental durations are within the range [𝑑min, 𝑑max], i.e., 𝑑𝑛 ∈ [𝑑min, 𝑑max],∀𝑛 ∈ [𝑁 ].

In the following, we first prove that obtaining a lossless rounding scheme for a variant of the 𝛾-ocr
problemwhere players have variable rental durations is impossible. Given this, we then develop a new ran-
domized algorithm that uses a new limited-correlation scheme to round the fractional solution, achieving
a tight competitive ratio for kRental-Variable.

4.2 Impossibility of 1-ocr under Variable Durations

We show that the correlation scheme of the 1-ocr procedure in Algorithm 2 cannot be extended to set-
tings with variable, request-dependent rental durations; in fact, when the duration of the requested rental
intervals varies, it can be proven that no lossless rounding scheme exists.

Theorem 3. There is no rounding scheme that can attain a lossless rounding, i.e. 𝛾 = 1, for the 𝛾-ocr problem
with variable rental durations.

We prove the theorem by constructing a family of hard instances on which every online algorithm nec-
essarily incurs a non-zero loss. Fundamentally, a lossless algorithm would need to randomize its decisions
such that, across all sample paths, the number of allocated items remains balanced. Specifically, upon the
arrival of request 𝑛, the algorithm must accept it on precisely those sample paths where the number of
allocated items is lower than in any other path, or on paths where the number of allocated items is about
to decrease due to the imminent expiration of rental durations for previously accepted requests. However,
in the variable-duration setting, rental lengths fluctuate unpredictably with the arrival of new requests.
A request allocated a unit later than others may return it earlier, introducing significant variability. This
makes it infeasible to maintain the necessary correlation across sample paths. As a result, any online al-
gorithm must incur a non-trivial competitive loss. In contrast, when rental durations are fixed, a request
that receives a unit later will always return it later. This temporal consistency enables effective correla-
tion of decisions and allows the design of a lossless rounding scheme. In Appendix E, we formally define
the 𝛾-ocr problem under variable rental durations and establish the impossibility of a lossless correlation
scheme in this setting.

4.3 dop-𝜙-variable: A Randomized Algorithm with Limited Correlation

We present dop-𝜙-variable in Algorithm 4, which also follows a relax-and-round paradigm. Upon the
arrival of request 𝑛, the algorithm computes the probabilistic utilization level 𝑦

(𝑖 )
𝑛 for each unit 𝑖 ∈ [𝑘]. It

then selects the unit 𝑖∗𝑛 with the lowest utilization level (breaking ties arbitrarily). A fractional allocation
𝑥𝑛 ∈ [0, 1] is determined by solving the pseudo-utility maximization problem in Eq. (6), using a pricing
function 𝜙 . Note that here 𝜙 does not refer to the function in Eq. (4), but instead denotes a new function
specifically designed for dop-𝜙-variable. Once 𝑥𝑛 is computed, the algorithm proceeds to the rounding
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phase by correlating the current allocation decision for unit 𝑖∗𝑛 with its prior allocation history. Specifically,
if unit 𝑖∗𝑛 is available, a new random seed is drawn, and the unit is allocated to request 𝑛 with probability
𝑥𝑛/(1 − 𝑦 (𝑖

∗
𝑛 )

𝑛 ). This ensures that the overall allocation probability for unit 𝑖∗𝑛 is exactly 𝑥𝑛 . This correlation
process is carried out independently for each unit, introducing dependency only among allocation decisions

involving the same unit.

Algorithm 4: Duration-Oblivious Price-based Algorithm with Limited Correlation for kRental-
Variable (dop-𝜙-variable)
1 Input: Pricing function 𝜙 : [0, 1] → [𝑑min, 𝑑max].
2 for each arriving request 𝑛 with (𝑑𝑛, 𝑎𝑛) do
3 Compute the probabilistic utilization level at 𝑎𝑛 : 𝑦 (𝑖 )𝑛 =

∑𝑛−1
𝑗=1 𝑥 𝑗 · I{𝑎 𝑗+𝑑 𝑗>𝑎𝑛 } · I{𝑖∗𝑗=𝑖 },∀𝑖 ∈ [𝑘].

4 Let 𝑖∗𝑛 = argmin𝑖∈[𝑘 ]
{
𝑦
(𝑖 )
𝑛

}
and compute

𝑥𝑛 = argmax
𝑥∈[0,1]

𝑑𝑛 · 𝑥 −
∫ 𝑦

(𝑖∗𝑛 )
𝑛 +𝑥

𝑦
(𝑖∗𝑛 )
𝑛

𝜙 (𝜂)𝑑𝜂. (6)

5 Sample a random seed 𝑆𝑛 ∼ 𝑈 (0, 1).
6 if 𝑆𝑛 ≤ 𝑥𝑛

1−𝑦 (𝑖
∗
𝑛 )

𝑛

and unit 𝑖∗𝑛 available in system then

7 𝑥𝑛 = 1 ⊲ Allocate unit 𝑖∗𝑛 to request 𝑛
8 end

9 else

10 𝑥𝑛 = 0. ⊲ Reject request 𝑛
11 end

12 end

Overview of challenges and design principles of 𝜙 . Designing a competitive pricing function 𝜙 for
dop-𝜙-variable involves two primary challenges. First, unlike the relax-and-round approach adopted for
kRental-Fixed, Algorithm 4 integrates the relaxation and rounding steps into a unified procedure, wherein
the rounding phase directly influences the structure of the pricing function 𝜙 . Similar design principles
have been employed in related works, such as [12, 8]. Second, as with Algorithm 3 and in contrast to the
approaches in [6, 30], Algorithm 4 adopts a myopic, duration-oblivious decision-making strategy. It bases
allocation decisions solely on the current utilization levels {𝑦 (𝑖 )𝑛 }𝑖∈[𝑘 ] at the arrival time 𝑎𝑛 of request 𝑛,
rather than considering the entire rental duration. This duration-oblivious pricing scheme may initially
appear counterintuitive, as the pseudo-cost term in Eq. (6) does not depend on the rental duration 𝑑𝑛 .
Nevertheless, as elaborated in the next section, the pricing function 𝜙 is carefully designed to implicitly
capture potential fluctuations in utilization throughout the entire duration of request 𝑛. In essence, our
goal is tomaintain a simple and cognitively lightweight pricing scheme, while embedding the complexity into

the internal structure of the pricing function 𝜙 itself.

4.4 Theoretical Guarantees of dop-𝜙-variable

We employ the LP-free certificate method developed by [16] to establish a performance guarantee for
dop-𝜙-variable. This involves constructing a system of linear constraints parameterized by 𝛼 , such that
the existence of a feasible solution certifies 𝛼-competitiveness. Satisfying this system effectively imposes
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a distinct constraint for each request 𝑛. To address these constraints, we derive a system of differential
inequalities that guide the design of the pricing function 𝜙 . For each possible utilization level at the ar-
rival of request 𝑛, we consider the worst-case scenario for utilization fluctuations over its rental interval.
Consequently, the design constraints for 𝜙 naturally arise from this worst-case analysis, embedding such
fluctuations explicitly into the pricing function. The following theorem formalizes this result.

Theorem 4. dop-𝜙-variable is 𝛼-competitive for the kRental-Variable problem, provided that the pricing

function 𝜙 is increasing and satisfies the following inequalities for all 𝑑𝑛 ∈
[
𝑑min, 𝑑max

]
and 𝑛 ∈ [𝑁 ]:

∫ 2𝑦1
𝜂=𝑦1

2𝛼
3 𝜙 (𝜂) 𝑑𝜂 + 𝛼

3 𝑑𝑛

(
𝜙∗(𝑑𝑛) − 2𝑦1

)
≥ 𝑑𝑛, ∀𝑦1 ∈

[
0, 𝜙∗ (𝑑𝑛 )

2

]
,

𝛼
3 𝑑𝑛 𝜙

∗(𝑑𝑛) − 𝛼
3 𝑦2

(
𝑑𝑛 − 𝜙 (𝑦2)

)
≥ 𝑑𝑛, ∀𝑦2 ∈

[
0, 𝜙∗(𝑑𝑛)

]
,

(7)

where 𝜙∗(𝑑𝑛) = sup𝑥∈[0,1]{𝜙 (𝑥) ≤ 𝑑𝑛}.

The detailed proof of the theorem is provided in Appendix F. By Theorem 4, designing an algorithm
with guaranteed performance reduces to constructing a pricing function 𝜙 that satisfies the constraints in
Eqs. (7), while minimizing the competitive ratio 𝛼 . However, solving 𝜙 is challenging in general because
it involves solving a system of delayed differential inequalities with an inverse term.

Tightness of results from dop-𝜙-variable. Based on Theorem 4, we can show that dop-𝜙-variable
is 3 · (1 + ln(𝑑max

𝑑min
))-competitive for the kRental-Variable problem when the pricing function 𝜙 is designed

as: 𝜙 (𝑦) = 𝑑min · exp( [1+ ln(𝑑max
𝑑min
)] ·𝑦 − 1),∀𝑦 ∈ [0, 1]. This also matches the best-known competitive ratio

for kRental-Variable in prior work [15]. On the other hand, we can prove that no online algorithms can
attain a competitive ratio smaller than 1 + ln(𝑑max/𝑑min) for the kRental-Variable problem. Therefore, one
simple feasible design of 𝜙 based on Theorem 4 can already attain an order-optimal competitive ratio for
kRental-Variable. We defer all proofs related to the order-optimality to Appendix G.

Comparison to prior work. To demonstrate the significance of our results, we further develop a
numerical method in Appendix H to solve Eqs. (7) and obtain a pricing function. In Figure 2, we show
that the competitive ratio achieved by dop-𝜙-variable (blue curve) surpasses the best known bound of
3 (1 + ln(𝑑max/𝑑min)) from [15].

As a relax and round algorithm, we also investigate the performance of the fractional solution from
the relaxation step. Recall that dop-𝜙-variable adopts an integrated design of the relaxation and round-
ing. Thus, deriving the fractional solution without the rounding step needs to additionally modify the
LP certificate conditions in Eqs. (7). We show the details in Appendix I and call the resulting new algo-
rithm dop-𝜙-variable-fractional. The competitive ratio of dop-𝜙-variable-fractional is illustrated
in green curve in Figure 2. We observe that its performance is comparable to 4 + ln(𝑑max/𝑑min), which
is the best-known competitive ratio of kRental-Variable in the large inventory regime (as 𝑘 → ∞) [6].
We highlight that it is possible to design a new algorithm for the fractional solution of kRental-Variable
using the techniques developed in [6] (See Appendix J for more details). In comparison, our proposed
dop-𝜙-variable-fractional uses a far simpler, duration-oblivious pseudo-utility maximization rule: the
fractional decision for each arriving request depends only on the utilization level at the arrival of the re-
quest, whereas the new algorithm based on [6] must additionally track the utilization fluctuation over the
entire rental interval of every request.

Furthermore, due to the impossibility results of𝛾-ocr under variable durations, we are unable to design
an online rounding scheme for the fractional solution based on [6]. In contrast, our proposed algorithm
dop-𝜙-variable integrates the design of deriving the fractional solution and the rounding scheme, which
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Figure 2: The blue and green curves illustrate the competitive ratios of Algorithm 4 in the integral and
fractional settings (using the numerically derived pricing function 𝜙). The brown and black curves serve
as benchmarks, which correspond to the best known bound for general 𝑘 [15] and the bound for large
𝑘 [6].

results in the improved competitive solutions. Designing a tight online rounding scheme for general online
fractional solutions remains an interesting open question.

Insights into the hardness of kRental-Variable. To design a pricing function that satisfies the con-
straints in Theorem 4 with the minimum possible value of 𝛼 , it suffices to enforce these constraints only
at the critical points where the left-hand side of the inequalities is minimized. Furthermore, achieving the
optimal value of 𝛼 requires that the inequalities hold with equality. This condition leads to a system of
delayed differential equations. Notably, the fact that the pricing function attaining the tightest competitive
ratio arises from such a system highlights amemory effect: past prices, which are used to reserve a fraction
of the resource for short-duration requests, affect the current pricing dynamics. As a result, the pricing
function becomes sensitive to the durations of previously accepted requests, particularly those assigned
fractional allocations. This sensitivity implies that the pricing function not only sets current prices but
also implicitly manages request scheduling by balancing resource reservations in anticipation of returns
from short-duration requests. We believe that this provides a new perspective on the fundamental hard-
ness of kRental-Variable and related online allocation problems involving reusable resources, such as in
scheduling and matching [18].

5 Conclusion and Future Directions

We studied two adversarial online allocation problems involving reusable resources: the online 𝑘-rental
problem with fixed rental durations (kRental-Fixed) and a more general variant with variable rental du-
rations (kRental-Variable). To address both settings, we proposed a unified relax-and-round framework
that leverages a price-based approach to compute fractional solutions and novel online rounding schemes
to convert them into integral decisions. For kRental-Fixed, we integrated the price-based strategy with a
new lossless online rounding scheme, 1-ocr, achieving the optimal competitive ratio. In the more gen-
eral kRental-Variable setting, where lossless rounding is provably unattainable, we developed a limited-
correlation rounding strategy that achieves an order-optimal guarantee. We believe that the lossless online
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rounding technique introduced in this work is broadly applicable and has the potential to enhance algo-
rithms for a wide range of online resource allocation problems.

This work opens several promising directions for future research. In particular, two open problems
stand out as especially compelling: (i) designing more powerful rounding schemes that further narrow the
gap between fractional and integral solutions in the variable-duration setting, and (ii) establishing tight
upper bounds on the best achievable 𝛾-ocr under variable rental durations, despite the impossibility of
attaining 1-ocr as shown by our result.
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Appendix

A Proof of Proposition 1

Let 𝑃𝑛 = {𝑖 ∈ [𝑛 − 1] | 𝑎𝑖 + 𝑑 > 𝑎𝑛} denote the set of players whose rental intervals overlap with that of
player 𝑛. Let 𝐸𝑛 denote the event that a ball is allocated to player 𝑛. Define𝐴𝑖 as the event that the random
seed 𝑠𝑛 ≤ 𝑓𝑘 · 𝑥𝑛 for the 𝑛-th player, for each 𝑖 ∈ [𝑁 ]. For convenience in notation, we occasionally abuse
the notation by using 𝐸𝑛 or 𝐴𝑛 to also denote the indicator random variable I𝐸𝑛 and I𝐴𝑛

. Then, we have:

P[𝐸𝑛] = P[𝐴𝑛] · P
[∑︁
𝑖∈𝑃𝑛

𝐸𝑖 < 𝑘

]
≥ P[𝐴𝑛] · P

[∑︁
𝑖∈𝑃𝑛

𝐴𝑖 < 𝑘

]
= 𝑓𝑘 · 𝑥𝑛 · P

[∑︁
𝑖∈𝑃𝑛

𝐴𝑖 < 𝑘

]
.

The inequality P
[∑

𝑖∈𝑃𝑛 𝐸𝑖 < 𝑘
]
≥ P

[∑
𝑖∈𝑃𝑛 𝐴𝑖 < 𝑘

]
holds because, whenever

∑
𝑖∈𝑃𝑛 𝐴𝑖 < 𝑘 occurs, the

event
∑

𝑖∈𝑃𝑛 𝐸𝑖 < 𝑘 must also occur. This is true since if fewer than 𝑘 players satisfy the seed condition
(which means that they are eligible for allocation), then at most 𝑘 − 1 players can have a resource unit
under allocation at the arrival of player 𝑛. Thus, to prove the proposition, it suffices to lower bound the
term P

[∑
𝑖∈𝑃𝑛 𝐴𝑖 < 𝑘

]
and show that this probability is at least 1 − exp

(
− (𝑘−𝑓𝑘 ·𝑘 )

2

𝑓𝑘 ·𝑘+𝑘

)
.

The random variables {𝐴𝑖}𝑖∈𝑃𝑛 are mutually independent since the random seed 𝑠𝑖 for each player 𝑖 is
sampled independently from the uniform distribution.

Furthermore, we have

E

[∑︁
𝑖∈𝑃𝑛

𝐴𝑖

]
=

∑︁
𝑖∈𝑃𝑛
E[𝐴𝑖] =

∑︁
𝑖∈𝑃𝑛

𝑓𝑘 · 𝑥𝑖 ≤ 𝑓𝑘 · 𝑘,

where the last inequality follows from the condition in Eq. (1).
We can restate an alternative form of the Chernoff bound as follows:

Lemma 2 (Chernoff Bound). Let {𝑋𝑖}𝑛𝑖=1 be independent random variables taking values in [0, 1], and let

𝑆 =
∑𝑛

𝑖=1𝑋𝑖 with mean 𝜇 = E[𝑆]. Then, for any threshold 𝐴 > 𝜇, P[𝑆 ≥ 𝐴] ≤ exp
(
− (𝐴−𝜇 )

2

𝐴+𝜇

)
.

Applying the above form of Chernoff bound gives

P

[∑︁
𝑖∈𝑃𝑛

𝐴𝑖 ≥ 𝑘

]
≤ exp

(
−
(𝑘 − E[∑𝑖∈𝑃𝑛 𝐴𝑖])2

E[∑𝑖∈𝑃𝑛 𝐴𝑖] + 𝑘
·
)
≤ exp

(
− (𝑘 − 𝑓𝑘 · 𝑘)2

𝑓𝑘 · 𝑘 + 𝑘

)
,

where the second inequality follows from the inequality E[∑𝑖∈𝑃𝑛 𝐴𝑖] ≤ 𝑓𝑘 · 𝑘 and the fact that function
exp

(
− (𝑘−𝑥 )

2

𝑥+𝑘

)
is increasing when 𝑥 ≤ 𝑘 and 𝑓𝑘 < 1 . Putting together everything, we have

P[𝐸𝑛] = P[𝐴𝑛] · P[
∑︁
𝑖∈𝑃𝑛

𝐴𝑖 < 𝑘] ≤ 𝑥𝑛 · 𝑓𝑘 · (1 − exp
(
− (𝑘 − 𝑓𝑘 · 𝑘)2

𝑓𝑘 · 𝑘 + 𝑘

)
).

We thus complete the proof of Proposition 1.
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B Proofs and Examples for 1-ocr

B.1 Proof of Proposition 2

For each player 𝑛 ∈ [𝑁 ] and ball 𝑖 ∈ [𝑘], we define the set 𝑅 (𝑖 )𝑛 as follows:

𝑅
(𝑖 )
𝑛 =

{(
𝑝 𝑗 ,max{1, 𝑝 𝑗 + 𝑥 𝑗 }, 𝑗

) �� 𝑗 ∈ 𝐵 (𝑖 )𝑛

}
∪

{(
0, 𝑝 𝑗 + 𝑥 𝑗 − 1, 𝑗

) �� 𝑗 ∈ 𝐵 (𝑖−1)𝑛 , 𝑝 𝑗 + 𝑥 𝑗 > 1
}
, (8)

where the set of players in 𝐵
(𝑖 )
𝑛 are defined as

𝐵
(𝑖 )
𝑛 =

{
𝑗 ∈ [𝑛] | 𝑎 𝑗 + 𝑑 > 𝑎𝑛,𝑚 𝑗 = 𝑖, 𝑥 𝑗 ≠ 0

}
.

For each ball 𝑖, the set 𝑅 (𝑖 )𝑛 contains all triplets that each correspond to the process of the algorithm
deciding to allocate ball 𝑖 to player𝑛. Specifically, if an element of the form

(
𝑝 𝑗 ,max{1, 𝑝 𝑗+𝑥 𝑗 }, 𝑗

)
appears in

𝑅
(𝑖 )
𝑛 and 𝑗 ∈ 𝐵 (𝑖 )𝑛 , then upon the arrival of player 𝑗, if the random seed 𝑟 lies in the range (𝑝 𝑗 ,max{1, 𝑝 𝑗+𝑥 𝑗 }],

Algorithm 2 allocates ball𝑚 𝑗 = 𝑖 to player 𝑗 .

Similarly, if
(
0, 𝑝 𝑗 + 𝑥 𝑗 − 1, 𝑗

)
belongs to 𝑅

(𝑖 )
𝑛 and 𝑗 ∈ 𝐵

(𝑖−1)
𝑛 , then upon the arrival of player 𝑗 , if

𝑟 ∈ [0, 𝑝 𝑗 + 𝑥 𝑗 − 1), Algorithm 2 allocates ball𝑚 𝑗 + 1 = 𝑖 to player 𝑗 . Thus, the element
(
0, 𝑝 𝑗 + 𝑥 𝑗 − 1, 𝑗

)
is

added to 𝑅 (𝑖 )𝑛 to reflect this allocation decision.
In what follows, we show that if Proposition 2 fails, then there must exist two elements (𝑠1, 𝑒1, 𝑛1) and

(𝑠2, 𝑒2, 𝑛2) in either𝑅 (𝑚𝑛 )
𝑛 or𝑅 (𝑚𝑛+1 )

𝑛 whose intervals [𝑠1, 𝑒1) and [𝑠2, 𝑒2) intersect. We consider the following
two cases, reflecting those discussed in Proposition 2:

• Case 1: 𝑝𝑛 + 𝑥𝑛 < 1. If Proposition 2 holds, then whenever 𝑟 ∈ [𝑝𝑛, 𝑝𝑛 + 𝑥𝑛), ball 𝑚𝑛 remains
available at the arrival of player 𝑛. Suppose the proposition fails in this case. Then, for some 𝑟 ∈
[𝑝𝑛, 𝑝𝑛 + 𝑥𝑛), ball𝑚𝑛 is unavailable. Hence, there must exist a player 𝑗 < 𝑛 such that if 𝑟 ∈ [𝑠1, 𝑒1),
with [𝑠1, 𝑒1) ∩ [𝑝𝑛, 𝑝𝑛 + 𝑥𝑛) ≠ ∅, ball𝑚𝑛 was allocated to 𝑗 . Thus, in this case Proposition 2 does not
hold and by the definitions of 𝑅 (𝑚𝑛 )

𝑛 , the set 𝑅 (𝑚𝑛 )
𝑛 contains two triplets (𝑠1, 𝑒1, 𝑗) and (𝑝𝑛, 𝑝𝑛 + 𝑥𝑛, 𝑛)

such that range [𝑠1, 𝑒1) and [𝑝𝑛, 𝑝𝑛 + 𝑥𝑛) overlap.

• Case 2: 𝑝𝑛 + 𝑥𝑛 ≥ 1. A similar argument shows that if Proposition 2 fails in this case, there must
exist two elements (𝑠1, 𝑒1, 𝑛1) and (𝑠2, 𝑒2, 𝑛2) in either 𝑅 (𝑚𝑛 )

𝑛 or 𝑅 (𝑚𝑛+1 )
𝑛 where the intervals [𝑠1, 𝑒1)

and [𝑠2, 𝑒2) intersect.

Next, we show that no set 𝑅 (𝑖 )𝑛 (for any 𝑛 ∈ [𝑁 ] and 𝑖 ∈ [𝑘]) can contain two elements whose corre-
sponding intervals overlap. Indeed, Proposition 4 establishes that 𝑅 (𝑖 )𝑛 can only be in one of four specific
forms, none of which allows two elements (𝑠1, 𝑒1, 𝑛1) and (𝑠2, 𝑒2, 𝑛2) with overlapping intervals [𝑠1, 𝑒1) and
[𝑠2, 𝑒2). Let us define 𝑙 (𝑖 )𝑛 =

∑
(𝑠,𝑒,𝑡 ) ∈𝑅 (𝑖 )𝑛

(𝑒 − 𝑠).

Proposition 4. At the arrival time of each player 𝑛 ∈ [𝑁 ] and for each ball 𝑖 ∈ [𝑘], if the set 𝑅
(𝑖 )
𝑛 is

non-empty, then upon sorting 𝑅
(𝑖 )
𝑛 by the first element of each triplet, one of the following four forms arises:

(i) If 𝑖 =𝑚𝑛 and 𝑥𝑛 + 𝑝𝑛 < 1, then for some 𝑗 ∈ N, 𝑅 (𝑖 )𝑛 takes the form

𝑅
(𝑖 )
𝑛 =

{(
𝑠1, 𝑠2, 𝑡1

)
, . . . , (𝑠 𝑗 = 𝑝𝑛, 𝑠 𝑗+1 = 𝑝𝑛 + 𝑥𝑛, 𝑡 𝑗 ), (𝑠 𝑗+1 + 1 − 𝑙 (𝑖 )𝑛 , 𝑠 𝑗+2, 𝑡 𝑗+1), . . . , (𝑠𝑞, 𝑠𝑞+1 = 1, 𝑡𝑞)

}
,

where 𝑡 𝑗+1 < 𝑡 𝑗+2 < · · · < 𝑡𝑞 < 𝑡1 < 𝑡2 < · · · < 𝑡 𝑗 and 𝑠1 ≤ 𝑠2 ≤ · · · ≤ 𝑠 𝑗+1 ≤ 𝑠 𝑗+2 ≤ · · · ≤ 𝑠𝑞+1 = 1.
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(ii) If 𝑖 =𝑚𝑛 and 𝑥𝑛 + 𝑝𝑛 ≥ 1, 𝑅 (𝑖 )𝑛 takes the form

𝑅
(𝑖 )
𝑛 =

{(
𝑠1, 𝑠2, 𝑡1

)
,
(
𝑠2, 𝑠3, 𝑡2

)
. . . ,

(
𝑠𝑞 = 𝑝𝑛, 𝑠𝑞+1 = 1, 𝑡𝑞

)}
,

where 𝑡1 < 𝑡2 < · · · < 𝑡𝑞 and 𝑠1 ≤ 𝑠2 ≤ · · · 𝑠𝑞 = 𝑝𝑛 ≤ 𝑠𝑞+1 = 1.
(iii) If 𝑖 =𝑚𝑛 + 1 and 𝑥𝑛 + 𝑝𝑛 > 1, then 𝑅 (𝑖 )𝑛 takes the form

𝑅
(𝑖 )
𝑛 =

{
(𝑠1 = 0, 𝑠2 = 𝑝𝑛 + 𝑥𝑛 − 1, 𝑡1 = 𝑛),

(
𝑠2, 𝑠3, 𝑡2

)
, (𝑠3, 𝑠4, 𝑡3), . . . , (𝑠𝑞, 𝑠𝑞+1 = 1, 𝑡𝑞)

}
,

where 𝑡2 < · · · < 𝑡𝑞 < 𝑡1 = 𝑛 and 𝑠1 = 0 < 𝑠2 < · · · < 𝑠𝑞+1.

(iv) If 𝑖 =𝑚𝑛 + 1 and 𝑥𝑛 + 𝑝𝑛 ≤ 1, or if 𝑖 ∈ [𝑘] − {𝑚𝑛,𝑚𝑛 + 1}, then 𝑅 (𝑖 )𝑛 takes the form

𝑅
(𝑖 )
𝑛 =

{(
𝑠1 = 1 − 𝑙 (𝑖 )𝑛 , 𝑠2, 𝑡1

)
, (𝑠2, 𝑠3, 𝑡2), . . . , (𝑠𝑞, 𝑠𝑞+1 = 1, 𝑡𝑞)

}
,

where 𝑡1 < 𝑡2 < · · · < 𝑡𝑞 and 1 − 𝑙 (𝑖 )𝑛 = 𝑠1 ≤ 𝑠2 ≤ · · · ≤ 𝑠𝑞+1 = 1.

Proof. We prove the proposition by induction on 𝑁 , the number of arriving players.
Base case (𝑁 = 1). In this scenario, we have 𝑝1 = 0 and 𝑚1 = 1, leading to 𝑅

(1)
1 = {(0, 𝑥1, 1)}. If

𝑥𝑛 + 𝑝𝑛 < 1 then 𝑅
(1)
1 takes the first form 𝑗 = 1, otherwise it is in the second form and all the other sets

𝑅
(𝑖 )
1 are empty. Therefore, the proposition holds for 𝑁 = 1.
Induction step: Assume that for 𝑁 = 𝑀 the proposition holds, i.e., for each 𝑖 ∈ [𝑘], the set 𝑅 (𝑖 )

𝑀
is

in one of the above forms in Proposition 4. We now prove that 𝑅 (𝑖 )
𝑀+1 is also in one of these forms after

processing the (𝑀 + 1)-th player. After the arrival of the (𝑀 + 1)-th player, two types of changes may
occur in 𝑅

(𝑖 )
𝑀+1 compared to 𝑅

(𝑖 )
𝑀

: existing elements may be removed, or new elements may be added. An
element in 𝑅

(𝑖 )
𝑀

is removed from 𝑅
(𝑖 )
𝑀+1 if the rental period for the corresponding player ends by time 𝑎𝑀+1.

In other words, for an element corresponding to a player 𝑗 satisfying 𝑎𝑀 < 𝑎 𝑗 + 𝑑 ≤ 𝑎𝑀+1, that element is
removed from 𝑅

(𝑖 )
𝑀+1. In the following discussion, we examine the two scenarios that can arise depending

on whether an element is added or removed from the set 𝑅 (𝑖 )
𝑀

.

B.1.1 Scenario 1 (element removed)

Suppose an element is removed from 𝑅
(𝑖 )
𝑀

upon the arrival of player 𝑀 + 1. We consider four subcases,
depending on which form 𝑅

(𝑖 )
𝑀

takes.

• Subcase-1a: 𝑅 (𝑖 )
𝑀

is in the first form. Then we have

𝑅
(𝑖 )
𝑀

= {(𝑠1 = 0, 𝑠2, 𝑡1), . . . , (𝑠 𝑗 = 𝑝𝑛, 𝑠 𝑗+1 = 𝑝𝑛 + 𝑥𝑛, 𝑡 𝑗 ), (𝑠 𝑗+1 + 1 − 𝑙 (𝑖 )𝑛 , 𝑠 𝑗+2, 𝑡 𝑗+1), . . . , (𝑠𝑞, 𝑠𝑞+1 = 1, 𝑡𝑞)}.

for some values {𝑠𝑖} and {𝑡𝑖} satisfying the conditions of the first form in Proposition 4.
In the set 𝑅 (𝑖 )

𝑀
, the first elements to be removed—based on the arrival times of these players and the

fact that they appear in 𝑅 (𝑖 )
𝑀

only for a fixed duration—are those corresponding to players 𝑗 + 1 up to 𝑞 and
1 to 𝑗 . It is easy to see that the removal of the elements corresponding to players 𝑗 + 1 up to 𝑞 leads 𝑅 (𝑖 )

𝑀+1
to remain in the first form. The removal of elements corresponding to players 1 to 𝑗 causes 𝑅 (𝑖 )

𝑀+1 to have
either the first or second form, depending on the values of 𝑥𝑚+1 and 𝑝𝑚+1.
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• Subcase-1b: 𝑅 (𝑖 )
𝑀

is in the second form. Then we have

𝑅
(𝑖 )
𝑀

= {(𝑠1, 𝑠2, 𝑡1), (𝑠2, 𝑠3, 𝑡2), . . . , (𝑠𝑞 = 𝑝𝑀 , 𝑠𝑞+1 = 𝑝𝑀+1, 𝑡𝑞)},

for some values {𝑠𝑖} and {𝑡𝑖} satisfying the conditions of the second form in Proposition 4.
Since 𝑡1 ≤ 𝑡𝑖 for all 𝑖 ∈ [𝑞], (𝑠1, 𝑠2, 𝑡1) is the oldest element and thus the first to be removed. Conse-

quently, if one element is removed upon the arrival of player𝑀 +1, it must be (𝑠1, 𝑠2, 𝑡1). A straightforward
check shows that after this removal, 𝑅 (𝑖 )

𝑀+1 continues to be in the fourth form. If more than one element is
removed, a similar argument implies that 𝑅 (𝑖 )

𝑀+1 will be in the fourth form.

• Subcase-1c: 𝑅 (𝑖 )
𝑀

is in the third form. If an element is removed from 𝑅
(𝑖 )
𝑀

upon the arrival of player
𝑀 + 1, it must be the oldest element in that set. By an argument analogous to the subcases above, 𝑅 (𝑖 )

𝑀+1
then transitions to either the first or second form depending on the values of 𝑥𝑚+1 and 𝑝𝑚+1.

• Subcase-1d: 𝑅 (𝑖 )
𝑀

is in the fourth form. Here, removing an element from 𝑅
(𝑖 )
𝑀

at the arrival of player
𝑀 + 1 causes 𝑅 (𝑖 )

𝑀+1 to remain in the same form.

B.1.2 Scenario 2 (element is added)

Suppose a new element corresponding to the decision made for player 𝑀 + 1 is added to the set 𝑅 (𝑖 )
𝑀+1.

Again, we consider the following cases:

• Subcase-2a: 𝑅 (𝑖 )
𝑀

in the first form. In this case, we have

𝑅
(𝑖 )
𝑀

= {(𝑠1 = 0, 𝑠2, 𝑡1), . . . , (𝑠 𝑗 = 𝑝𝑀 , 𝑠 𝑗+1 = 𝑝𝑀+1, 𝑡 𝑗 ), (𝑠 𝑗+1 + 1 − 𝑙 (𝑖 )𝑀
, 𝑠 𝑗+2, 𝑡 𝑗+1), . . . , (𝑠𝑞, 𝑠𝑞+1 = 1, 𝑡𝑞)}.

Suppose a new element (𝑠, 𝑒, 𝑀 + 1) is added at the arrival time of the (𝑀 + 1)-th player. By the design of
Algorithm 2, we have 𝑠 = 𝑝𝑀+1 and 𝑒 = 𝑝𝑀+1 + 𝑥𝑀+1. Thus, this new element is inserted after the element
(𝑠 𝑗 , 𝑠 𝑗+1 = 𝑝𝑀+1, 𝑡 𝑗 ). To ensure that 𝑅 (𝑖 )𝑀+1 remains in the proper form (i.e., either in the first or second form),
we must have

𝑒 ≤ 𝑠 𝑗+1 + 1 − 𝑙 (𝑖 )𝑀
.

We now formalize and prove this requirement.

Lemma 3. Consider the case where the set 𝑅
(𝑖 )
𝑀

is in the first form as described above, and suppose that upon

the arrival of player𝑀 + 1, a new element (𝑠, 𝑒, 𝑀 + 1) is added with 𝑠 = 𝑝𝑀+1 and 𝑒 = 𝑝𝑀+1 + 𝑥𝑀+1. Then, it
holds that

𝑒 ≤ 𝑠 𝑗+1 + 1 − 𝑙 (𝑖 )𝑀
,

where 𝑙
(𝑖 )
𝑀

=
∑
(𝑠,𝑒,𝑡 ) ∈𝑅 (𝑖 )

𝑀

(𝑒−𝑠), as previously defined, represents the total sum of the range sizes corresponding

to each element (𝑠, 𝑒, 𝑡) in 𝑅 (𝑖 )
𝑀

.

Proof. Consider the stage at which the algorithm has completed processing the 𝑡𝑞-th player and has added
the element (𝑠𝑞, 𝑠𝑞+1 = 1, 𝑡𝑞) to 𝑅

(𝑖 )
𝑡𝑞

. By construction, at this point the pointer 𝑝𝑡𝑞+1 reaches 1, and the
pointer𝑚𝑡𝑞 is advanced. Between the processing of the 𝑡𝑞-th and 𝑡1-th players, the pointer𝑚𝑛 is advanced
𝑘 − 1 times until it once again points to ball 𝑖 , at which point a new element (𝑠1, 𝑠2, 𝑡1) is added to 𝑅 (𝑖 )𝑡1

. For
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the pointer𝑚𝑛 to be advanced 𝑘 −1 times, there must exist a sequence of players from the 𝑡𝑞-th to the 𝑡1-th
such that the following condition holds:

𝑡1−1∑︁
𝑗=𝑡𝑞+1

𝑥 𝑗 +
(
𝑥𝑡𝑞 + 𝑝𝑡𝑞 − 1

)
+

(
1 − 𝑝𝑡1

)
· 1{𝑚𝑡1=𝑖−1} = 𝑘 − 1.

Next, it follows that if

𝑒 > 𝑠 𝑗+1 + 1 − 𝑙 (𝑖 )𝑀
,

then

𝑀+1∑︁
𝑗=1

𝑥 𝑗 · 1{𝑎 𝑗+𝑑>𝑎𝑀+1} > 𝑘,

which contradicts the constraint in Eq. (1). Therefore, we must have

𝑒 ≤ 𝑠 𝑗+1 + 1 − 𝑙 (𝑖 )𝑀
.

Thus, we complete the proof of Lemma 3. □

Thus, by Lemma 3, if a new element is added to 𝑅
(𝑖 )
𝑀+1 when 𝑅

(𝑖 )
𝑀

is in the first form, no two elements
will have overlapping intervals, and the set remains in either the first or second form. This completes the
argument.

• Subcase-2b: 𝑅 (𝑖 )
𝑀

in the second form. Since at the arrival time of player 𝑀 we have 𝑖 = 𝑚𝑛 , if a
new element is added to 𝑅

(𝑖 )
𝑀+1 at the arrival time of player 𝑀 + 1, it must be that 𝑘 = 1. In this case,

the newly added element takes the form (𝑝𝑀+1, 𝑝𝑀+1 + 𝑥𝑀+1, 𝑀 + 1). By the same reasoning, if the interval
(𝑝𝑀+1, 𝑝𝑀+1+𝑥𝑀+1] overlaps with any other element in 𝑅 (𝑖 )

𝑀+1, this would contradict the constraint specified
in Eq. (1).

• Subcase-2c: 𝑅 (𝑖 )
𝑀

in the third form. In this case, we have

𝑅
(𝑖 )
𝑀

=

{(
𝑠1 = 0, 𝑠2 = 𝑝𝑀 + 𝑥𝑀 − 1, 𝑡1 = 𝑀

)
,
(
𝑠2, 𝑠3, 𝑡2

)
, . . . ,

(
𝑠𝑞, 𝑠𝑞+1 = 1, 𝑡𝑞

)}
.

Suppose a new element (𝑠, 𝑒, 𝑡) is added at the arrival time of player𝑀+1. Then, by the design of Algorithm
2,

𝑠 = 𝑝𝑀 + 𝑥𝑀 − 1 = 𝑝𝑀+1,

𝑒 = max{1, 𝑝𝑀+1 + 𝑥𝑀+1}.

Thus, this new element is appended after the element (𝑠1, 𝑠2, 𝑀). Following the same reasoning as in
Subcase-1a, we must have 𝑒 < 𝑠2, otherwise a contradiction arises with the constraint in Eq. (1).

• Subcase-2d: 𝑅 (𝑖 )
𝑀

in the fourth form. Here, we have

𝑅
(𝑖 )
𝑀

=

{(
𝑠1 = 1 − 𝑙 (𝑖 )

𝑀
, 𝑠2, 𝑡1

)
, (𝑠2, 𝑠3, 𝑡2), . . . , (𝑠𝑞, 𝑠𝑞+1 = 1, 𝑡𝑞)

}
.
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Suppose a new element (𝑠, 𝑒, 𝑡) is added at time𝑀 + 1. By the design of Algorithm 2, we have

𝑠 = 0 = 𝑝𝑀+1,

𝑒 = max{1, 𝑝𝑀+1 + 𝑥𝑀+1}.

Hence, this new element is inserted before (𝑠1, 𝑠2, 𝑡1). Again, by analogous reasoning to Subcase-1a, we
must have 𝑒 < 𝑠2; otherwise, we reach a contradiction with the constraint in Eq. (1).

Putting everything together, we complete the proof of Proposition 4. □

Our above proof of Proposition 4 shows that 𝑅 (𝑖 )𝑛 can only take one of four specific forms, none of
which permits two elements (𝑠1, 𝑒1, 𝑛1) and (𝑠2, 𝑒2, 𝑛2) with overlapping intervals [𝑠1, 𝑒1) and [𝑠2, 𝑒2). Thus,
Proposition 2 follows.

B.2 Proof of Theorem 1

We consider two cases based on the relation between 1 − 𝑝𝑛 and 𝑥𝑛 .
Case I: 1 − 𝑝𝑛 ≥ 𝑥𝑛 . In this case, the algorithm assigns ball𝑚𝑛 to player 𝑛 if ball𝑚𝑛 is available and

𝑟 ∈ [𝑝𝑛, 𝑝𝑛 + 𝑥𝑛). Let 𝐸𝑚𝑛
denote the event that ball𝑚𝑛 is available upon the arrival of the 𝑛-th player at

time 𝑎𝑛 , and let 𝐸 denote the event 𝑟 ∈ [𝑝𝑛, 𝑝𝑛 +𝑥𝑛). Then the probability that ball𝑚𝑛 is allocated to player
𝑛 is

Pr[𝐸𝑚𝑛
∩ 𝐸] .

Based on the definition of the set 𝑅 (𝑚𝑛 )
𝑛 , it contains all the ranges that have been used to allocate ball

𝑚𝑛 to previous players, including those whose rental players overlap with player 𝑛. Proposition 4 ensures
that the range [𝑝𝑛, 𝑝𝑛 + 𝑥𝑛) does not overlap with any other range in 𝑅

(𝑚𝑛 )
𝑛 . Thus, if the random sample

𝑟 ∈ [𝑝𝑛, 𝑝𝑛 + 𝑥𝑛), then ball𝑚𝑛 is guaranteed to be available at the arrival of player 𝑛. So if 𝐸 occurs, ball
𝑚𝑛 is available. Consequently,

Pr[𝐸𝑚𝑛
∩ 𝐸]

= Pr[𝐸] · Pr[𝐸𝑚𝑛
| 𝐸]

= Pr[𝐸]
= Pr[𝑟 ∈ [𝑝𝑛, 𝑝𝑛 + 𝑥𝑛)]
= 𝑥𝑛 .

Hence, when 𝑥𝑛 < 1 − 𝑝𝑛 , player 𝑛 gets ball𝑚𝑛 with probability 𝑥𝑛 .
Case II: 1 − 𝑝𝑛 < 𝑥𝑛 . In this case, the algorithm first attempts to allocate ball𝑚𝑛 if it is available and

if 𝑟 ∈ [𝑝𝑛, 1]. If this allocation does not occur, it then attempts to allocate ball𝑚𝑛 + 1 provided that it is
available and 𝑟 ∈ [0, 𝑥𝑛 − 1 + 𝑝𝑛). Let 𝐸𝑚𝑛

denote the event that ball𝑚𝑛 is available at time 𝑎𝑛 , and let 𝐸1
denote the event 𝑟 ∈ [𝑝𝑛, 1]. Similarly, let 𝐸𝑚𝑛+1 denote the event that ball𝑚𝑛 + 1 is available, and let 𝐸2
denote the event 𝑟 ∈ [0, 𝑥𝑛 − 1 + 𝑝𝑛). Then the total probability that a ball is allocated to player 𝑛 is given
by

Pr[𝐸𝑚𝑛
∩ 𝐸1] + Pr

[
𝐸𝑚𝑛+1 ∩ 𝐸2 ∩ (𝐸𝑚𝑛

∩ 𝐸1)′
]
.

Based on Proposition 4 and the fact that 𝑝𝑛 ≠ 0, the set 𝑅 (𝑚𝑛 )
𝑛 is in the first form and the range [𝑝𝑛, 1] does

not overlap with any previous ranges in 𝑅
(𝑚𝑛 )
𝑛 . Therefore, if 𝐸1 occurs, ball𝑚𝑛 is available, and

Pr[𝐸𝑚𝑛
∩ 𝐸1] = Pr[𝐸1] = 1 − 𝑝𝑛 .
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Similarly, the event 𝐸𝑚𝑛+1 ∩ 𝐸2 occurs with probability

Pr[𝐸𝑚𝑛+1 ∩ 𝐸2] = Pr[𝐸2] = 𝑥𝑛 − 1 + 𝑝𝑛 .

Since the ranges [𝑝𝑛, 1] and [0, 𝑥𝑛 − 1 + 𝑝𝑛) do not overlap (because 𝑥𝑛 ≤ 1), we have

Pr
[
𝐸𝑚𝑛+1 ∩ 𝐸2 ∩ (𝐸𝑚𝑛

∩ 𝐸1)′
]

= Pr
[
𝑟 ∈

(
[0, 𝑥𝑛 − 1 + 𝑝𝑛) ∩ [0, 𝑝𝑛)

) ]
= Pr

[
𝑟 ∈ [0, 𝑥𝑛 − 1 + 𝑝𝑛)

]
= 𝑥𝑛 − 1 + 𝑝𝑛 .

Thus, the total probability that a ball is allocated to player 𝑛 is

Pr[ball allocated to player 𝑛]

= Pr[𝐸𝑚𝑛
∩ 𝐸1] + Pr

[
𝐸𝑚𝑛+1 ∩ 𝐸2 ∩ (𝐸𝑚𝑛

∩ 𝐸1)′
]

= (1 − 𝑝𝑛) + (𝑥𝑛 − 1 + 𝑝𝑛)
= 𝑥𝑛 .

Thus, in both cases, each player 𝑛 gets a ball with the desired probability 𝑥𝑛 , which proves that Algo-
rithm 2 is a lossless online scheme.

B.3 Example: How 1-ocr Works in Algorithm 2

To illustrate howAlgorithm 2works and demonstrate how it outperforms a rounding procedure thatmakes
independent decisions at each time step, consider the following instance with 𝑘 = 2, 𝑑 = 5, and 𝑁 = 4. The
target probability values and arrival time of players are given by:{

(𝑎1 = 1, 𝑥1 = 0.4), (𝑎2 = 2, 𝑥2 = 0.5), (𝑎3 = 3, 𝑥3 = 0.6), (𝑎4 = 6, 𝑥4 = 0.6)
}
.

It can be verified that for each player 𝑛 ∈ {1, · · · , 4}, the inequality in Eq. (1) is satisfied for the above
instance. Initially, before any player arrives, a random seed 𝑟 is drawn from the uniform distribution
𝑈 (0, 1). This random seed is used throughout the horizon to correlate the algorithm’s decisions.

• When player 1 arrives at time 𝑡 = 1 with 𝑥1 = 0.4, Algorithm 2 assigns the first ball to player 1 if
𝑟 ∈ [0, 0.4). Thus, player 1 will receive one ball with probability 0.4.

• When player 2 arrives at time 𝑡 = 2 with 𝑥2 = 0.5, Algorithm 2 assigns the first ball provided that
𝑟 ∈ [0.4, 0.9). Thus, player 2 receives the first ball with probability 0.5. Note that if 𝑟 ∈ [0.4, 0.9),
the first ball is guaranteed to be available because it was rented at 𝑡 = 1 only if 𝑟 ∈ [0, 0.4). Thus,
player 2 will receive one ball with probability 0.5.

• When player 3 arrives at time 𝑡 = 3 with 𝑥3 = 0.6, Algorithm 2 assigns the first ball if it is available
and 𝑟 ∈ [0.9, 1], which happens with probability 0.1. If the first ball is not allocated, Algorithm 2
assigns the second ball if 𝑟 ∈ [0, 0.5). Consequently, the total probability of allocating one ball

to player 3 is 0.6.
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Time
t = 1

First unit 
allocated to 

Player 1

First unit 
allocated to 

Player 2

First unit 
allocated to 

Player 3

Second unit 
allocated to 

Player 3

0.4 0.5 0.1

0.5

Second unit 
allocated to 

Player 4

0.5

<latexit sha1_base64="mAdqAU3OTolyHCm0X2gKZLws4Dw=">AAAB7nicbVDJSgNBEK2JW4xb1KOXxiB4CjPidhGCXjxGMAskQ+jp9CRNehm6e4Qw5CO8eFDEq9/jzb+xk8xBEx8UPN6roqpelHBmrO9/e4WV1bX1jeJmaWt7Z3evvH/QNCrVhDaI4kq3I2woZ5I2LLOcthNNsYg4bUWju6nfeqLaMCUf7TihocADyWJGsHVSS/QCdIOCXrniV/0Z0DIJclKBHPVe+avbVyQVVFrCsTGdwE9smGFtGeF0UuqmhiaYjPCAdhyVWFATZrNzJ+jEKX0UK+1KWjRTf09kWBgzFpHrFNgOzaI3Ff/zOqmNr8OMySS1VJL5ojjlyCo0/R31mabE8rEjmGjmbkVkiDUm1iVUciEEiy8vk+ZZNbisXjycV2q3eRxFOIJjOIUArqAG91CHBhAYwTO8wpuXeC/eu/cxby14+cwh/IH3+QOej451</latexit>

m1 = 1
<latexit sha1_base64="IZcYy1+35l7e/ViPPYuwtQ0byM4=">AAAB7nicbVDLSgMxFL3xWeur6tJNsAiuykzxtRGKblxWsA9oh5JJM21okhmSjFCGfoQbF4q49Xvc+Tem7Sy09cCFwzn3cu89YSK4sZ73jVZW19Y3Ngtbxe2d3b390sFh08SppqxBYxHrdkgME1yxhuVWsHaiGZGhYK1wdDf1W09MGx6rRztOWCDJQPGIU2Kd1JK9Kr7Bfq9U9ireDHiZ+DkpQ456r/TV7cc0lUxZKogxHd9LbJARbTkVbFLspoYlhI7IgHUcVUQyE2Szcyf41Cl9HMXalbJ4pv6eyIg0ZixD1ymJHZpFbyr+53VSG10HGVdJapmi80VRKrCN8fR33OeaUSvGjhCqubsV0yHRhFqXUNGF4C++vEya1Yp/Wbl4OC/XbvM4CnAMJ3AGPlxBDe6hDg2gMIJneIU3lKAX9I4+5q0rKJ85gj9Anz+gF452</latexit>

m2 = 1
<latexit sha1_base64="dl5wIEabZW9dkY+Vf1QvUbNez5M=">AAAB7nicbVDLSgMxFL3js9ZX1aWbYBFclRnfG6HoxmUF+4B2KJk004YmmZBkhDL0I9y4UMSt3+POvzFtZ6GtBy4czrmXe++JFGfG+v63t7S8srq2Xtgobm5t7+yW9vYbJkk1oXWS8ES3ImwoZ5LWLbOctpSmWEScNqPh3cRvPlFtWCIf7UjRUOC+ZDEj2DqpKbpn6AYF3VLZr/hToEUS5KQMOWrd0lenl5BUUGkJx8a0A1/ZMMPaMsLpuNhJDVWYDHGfth2VWFATZtNzx+jYKT0UJ9qVtGiq/p7IsDBmJCLXKbAdmHlvIv7ntVMbX4cZkyq1VJLZojjlyCZo8jvqMU2J5SNHMNHM3YrIAGtMrEuo6EII5l9eJI3TSnBZuXg4L1dv8zgKcAhHcAIBXEEV7qEGdSAwhGd4hTdPeS/eu/cxa13y8pkD+APv8wehn453</latexit>

m3 = 1
<latexit sha1_base64="Z7yFf0+DiEp95OJu+Oxqm87Y+/E=">AAAB7nicbVDLSgNBEOyNrxhfUY9eBoPgKeyG+LgIQS8eI5gHJEuYncwmQ2Zml5lZISz5CC8eFPHq93jzb5xN9qCJBQ1FVTfdXUHMmTau++0U1tY3NreK26Wd3b39g/LhUVtHiSK0RSIeqW6ANeVM0pZhhtNurCgWAaedYHKX+Z0nqjSL5KOZxtQXeCRZyAg2VuqIQR3doNqgXHGr7hxolXg5qUCO5qD81R9GJBFUGsKx1j3PjY2fYmUY4XRW6ieaxphM8Ij2LJVYUO2n83Nn6MwqQxRGypY0aK7+nkix0HoqAtspsBnrZS8T//N6iQmv/ZTJODFUksWiMOHIRCj7HQ2ZosTwqSWYKGZvRWSMFSbGJlSyIXjLL6+Sdq3qXVYvHuqVxm0eRxFO4BTOwYMraMA9NKEFBCbwDK/w5sTOi/PufCxaC04+cwx/4Hz+AKSrjnk=</latexit>

m4 = 2

<latexit sha1_base64="SQ/df6ysEVGTzjXpVHgiNRmyPws=">AAAB7nicbVDLSgMxFL1TX7W+qi7dBIvgqsyIr41QdOOygn1AO5RMmmlDM0lIMkIZ+hFuXCji1u9x59+YtrPQ1gMXDufcy733RIozY33/2yusrK6tbxQ3S1vbO7t75f2DppGpJrRBJJe6HWFDORO0YZnltK00xUnEaSsa3U391hPVhknxaMeKhgkeCBYzgq2TWqoXoBvk98oVv+rPgJZJkJMK5Kj3yl/dviRpQoUlHBvTCXxlwwxrywink1I3NVRhMsID2nFU4ISaMJudO0EnTumjWGpXwqKZ+nsiw4kx4yRynQm2Q7PoTcX/vE5q4+swY0KllgoyXxSnHFmJpr+jPtOUWD52BBPN3K2IDLHGxLqESi6EYPHlZdI8qwaX1YuH80rtNo+jCEdwDKcQwBXU4B7q0AACI3iGV3jzlPfivXsf89aCl88cwh94nz+hqY53</latexit>

p1 = 0
<latexit sha1_base64="BNdlrP5x9e2fBJ97yyFyRrx39wc=">AAAB8HicbVDLSgNBEOz1GeMr6tHLYBA8LbshPi5C0IvHCOYhyRJmJ7PJkJnZZWZWCEu+wosHRbz6Od78GyfJHjSxoKGo6qa7K0w408bzvp2V1bX1jc3CVnF7Z3dvv3Rw2NRxqghtkJjHqh1iTTmTtGGY4bSdKIpFyGkrHN1O/dYTVZrF8sGMExoIPJAsYgQbKz0mvQq6Rp5b7ZXKnuvNgJaJn5My5Kj3Sl/dfkxSQaUhHGvd8b3EBBlWhhFOJ8VuqmmCyQgPaMdSiQXVQTY7eIJOrdJHUaxsSYNm6u+JDAutxyK0nQKboV70puJ/Xic10VWQMZmkhkoyXxSlHJkYTb9HfaYoMXxsCSaK2VsRGWKFibEZFW0I/uLLy6RZcf0L9/y+Wq7d5HEU4BhO4Ax8uIQa3EEdGkBAwDO8wpujnBfn3fmYt644+cwR/IHz+QOFNI7u</latexit>

p2 = 0.4

t = 2 t = 3 t = 6

<latexit sha1_base64="uDzPE/neBcQk4G34IMLx9OBCJTM=">AAAChnicbVFNb9NAEN24fIRAIS0XJC4rIiQOlWVXlNJbBBeORSJppcSKxptxssp619odVw2W+2u4wv/h37BOXIm0HWmlp/fefOxMWijpKIr+doK9R4+fPO0+6z1/sf/yVf/gcOxMaQWOhFHGXqbgUEmNI5Kk8LKwCHmq8CJdfW30iyu0Thr9g9YFJjkstMykAPLUrP9mSnhNlcx4ze1Uaj6JwrMjHiez/iAKo03w+yBuwYC1cT476IyncyPKHDUJBc5N4qigpAJLUiise9PSYQFiBQuceKghR5dUmy/U/L1n5jwz1j9NfMP+n1FB7tw6T70zB1q6u1pDPqRNSso+J5XURUmoxbZRVipOhjf74HNpUZBaewDCSj8rF0uwIMhvbacLydXPen9LLTIlUwt2XbklFOjCZjajXKs31l3DkdOwwlv9tqSvUyhDD6UVQH4C7eqev0R8d+/3wfg4jD+FJ98/DoZf2pt02Vv2jn1gMTtlQ/aNnbMRE+yG/WK/2Z+gG4TBSXC6tQadNuc124lg+A9TW8bX</latexit>

if r → [0.9, 1]

<latexit sha1_base64="C52PwUmSA3uSu7x6BsBNh8bfBPk=">AAACdXicbVFNaxsxEJW3X4nbtElzDAVRt6WHstntR5oeAqG55JhC7aQ4xszKs7awVhLSbMBd/Ct6bX9Yfkmu0dobqJMMCB7vvfnQTGaV9JQkl63owcNHj5+srbefPtt4/mJz62XPm9IJ7AqjjDvLwKOSGrskSeGZdQhFpvA0mx7V+ukFOi+N/kkzi4MCxlrmUgAF6pcdfuIHPIm/DTc7SZwsgt8FaQM6rImT4Vardz4yoixQk1DgfT9NLA0qcCSFwnn7vPRoQUxhjP0ANRToB9Vi4jl/G5gRz40LTxNfsP9nVFB4Pyuy4CyAJv62VpP3af2S8v1BJbUtCbVYNspLxcnw+vt8JB0KUrMAQDgZZuViAg4EhSWtdCE5/T3fWFLjXMnMgZtVfgIWfVzPZpRv9Nq6avjgNUzxRr8pGepYZei+NAsUJtB+3g6XSG/v/S7ofYzTvfjLj8+dw+/NTdbYDnvN3rOUfWWH7JidsC4TrGB/2F/2r3UVvYreRO+W1qjV5GyzlYh2rwHpHsFs</latexit>

p3 = 0.9
<latexit sha1_base64="TxuXVkFz8tqdXS4D6TbR/xqx0Oc=">AAACdXicbVFNbxMxEHWWAiVQ6McRVbIIIA5ou4tayqVSBZceW6lJi9IomnVmEyte27JnkcIqv4Ir/WH9JVzxJlupaTuSpaf33nx4JrNKekqSm1b0ZO3ps+frL9ovX228frO5td3zpnQCu8Io4y4z8Kikxi5JUnhpHUKRKbzIpj9q/eIXOi+NPqeZxUEBYy1zKYAC9dMO9/kRT+KD4WYniZNF8IcgbUCHNXE63Gr1rkZGlAVqEgq876eJpUEFjqRQOG9flR4tiCmMsR+ghgL9oFpMPOcfAjPiuXHhaeIL9m5GBYX3syILzgJo4u9rNfmY1i8p/zaopLYloRbLRnmpOBlef5+PpENBahYACCfDrFxMwIGgsKSVLiSnv+cbS2qcK5k5cLPKT8Cij+vZjPKNXltXDZ+9hine6rclQx2rDD2WZoHCBNrP2+ES6f29PwS9L3H6NT442+8cf29uss7esnfsE0vZITtmJ+yUdZlgBfvD/rLr1r9oN3offVxao1aTs8NWItr7D+MJwWk=</latexit>

p4 = 0.5

<latexit sha1_base64="SN0JZJmJ+rqbk0Y1d0Z8DH+OjGM=">AAACAXicbVDLSsNAFJ3UV62vqBvBzWARFKQkUh/LohuXFewDklIm00k7dDIJMzdiCXXjr7hxoYhb/8Kdf+P0sdDWAxcO59zLvfcEieAaHOfbyi0sLi2v5FcLa+sbm1v29k5dx6mirEZjEatmQDQTXLIacBCsmShGokCwRtC/HvmNe6Y0j+UdDBLWikhX8pBTAkZq23s+sAfIeIiHWPlcYs85wU6pfNy2i07JGQPPE3dKimiKatv+8jsxTSMmgQqitec6CbQyooBTwYYFP9UsIbRPuswzVJKI6VY2/mCID43SwWGsTEnAY/X3REYirQdRYDojAj09643E/zwvhfCylXGZpMAknSwKU4EhxqM4cIcrRkEMDCFUcXMrpj2iCAUTWsGE4M6+PE/qpyX3vHR2Wy5WrqZx5NE+OkBHyEUXqIJuUBXVEEWP6Bm9ojfryXqx3q2PSWvOms7soj+wPn8AwWuVJA==</latexit>

if r → [0, 0.4)

<latexit sha1_base64="SN0JZJmJ+rqbk0Y1d0Z8DH+OjGM=">AAACAXicbVDLSsNAFJ3UV62vqBvBzWARFKQkUh/LohuXFewDklIm00k7dDIJMzdiCXXjr7hxoYhb/8Kdf+P0sdDWAxcO59zLvfcEieAaHOfbyi0sLi2v5FcLa+sbm1v29k5dx6mirEZjEatmQDQTXLIacBCsmShGokCwRtC/HvmNe6Y0j+UdDBLWikhX8pBTAkZq23s+sAfIeIiHWPlcYs85wU6pfNy2i07JGQPPE3dKimiKatv+8jsxTSMmgQqitec6CbQyooBTwYYFP9UsIbRPuswzVJKI6VY2/mCID43SwWGsTEnAY/X3REYirQdRYDojAj09643E/zwvhfCylXGZpMAknSwKU4EhxqM4cIcrRkEMDCFUcXMrpj2iCAUTWsGE4M6+PE/qpyX3vHR2Wy5WrqZx5NE+OkBHyEUXqIJuUBXVEEWP6Bm9ojfryXqx3q2PSWvOms7soj+wPn8AwWuVJA==</latexit>

if r → [0, 0.4)

<latexit sha1_base64="/p/DsFkXjoCUL0A90Pk19fgSXkI=">AAACiHicbVFdaxNBFJ2sH63Ramrf9GUwCApl2ZXW2rdSX3ysYNJCEsLdyd1kyOzMMHNXjMuCv8ZX+3f8N84mWzBtLwwczjn3Y+7NrJKekuRvJ3rw8NHjnd0n3afP9p6/6O2/HHpTOoEDYZRxVxl4VFLjgCQpvLIOocgUXmbLz41++R2dl0Z/o5XFSQFzLXMpgAI17b0aE/6gSua85m4sNR8l8dEhT+LT99NeP4mTdfC7IG1Bn7VxMd3vDMczI8oCNQkF3o/SxNKkAkdSKKy749KjBbGEOY4C1FCgn1TrT9T8bWBmPDcuPE18zf6fUUHh/arIgrMAWvjbWkPep41Kyj9NKqltSajFplFeKk6GNxvhM+lQkFoFAMLJMCsXC3AgKOxtqwvJ5c96b0PNcyUzB25V+QVY9HEzm1G+1RvrtuHQa1jijX5TMtSxytB9aRYoTKB93Q2XSG/v/S4YfojTj/Hx16P+2Xl7k132mr1h71jKTtgZ+8Iu2IAJ9ov9Zn/YddSNkugkOt1Yo06bc8C2Ijr/BwmZxxg=</latexit>

if r → [0.4, 0.9)

<latexit sha1_base64="JiY0aKD55+V5bWx0ON0EzklUUNs=">AAACiHicbVFdaxNBFJ1s/ajRaqpv+jIYBIWy7Epr9a3UFx8rmLSQhHB3cjcZMjszzNwV47LQX9PX+nf8N84mWzBtLwwczjn3Y+7NrJKekuRvJ9p58PDR490n3afP9p6/6O2/HHpTOoEDYZRxFxl4VFLjgCQpvLAOocgUnmfLr41+/hOdl0b/oJXFSQFzLXMpgAI17b0eE/6iSua85m4sNR8l8eEBT+KjD9NeP4mTdfC7IG1Bn7VxNt3vDMczI8oCNQkF3o/SxNKkAkdSKKy749KjBbGEOY4C1FCgn1TrT9T8XWBmPDcuPE18zf6fUUHh/arIgrMAWvjbWkPep41Kyj9PKqltSajFplFeKk6GNxvhM+lQkFoFAMLJMCsXC3AgKOxtqwvJ5e96b0PNcyUzB25V+QVY9HEzm1G+1RvrtuHAa1jijX5TMtSxytB9aRYoTKB93Q2XSG/v/S4YfozTT/HR98P+yWl7k132hr1l71nKjtkJ+8bO2IAJdsmu2DX7E3WjJDqOvmysUafNecW2Ijr9BwFxxxQ=</latexit>

if r → [0.4, 0.5)

<latexit sha1_base64="2HpJogIpmvHf2uZS21np40Akbko=">AAACiHicbVFdaxNBFJ2sH63Ramrf9GUwCApl2ZXW2rdSX3ysYNJCEsLdyd1kyOzMMHNXjMuCv8ZX+3f8N84mWzBtLwwczjn3Y+7NrJKekuRvJ3rw8NHjnd0n3afP9p6/6O2/HHpTOoEDYZRxVxl4VFLjgCQpvLIOocgUXmbLz41++R2dl0Z/o5XFSQFzLXMpgAI17b0aE/6gSua85m4sNR8l8fEhT+LT99NeP4mTdfC7IG1Bn7VxMd3vDMczI8oCNQkF3o/SxNKkAkdSKKy749KjBbGEOY4C1FCgn1TrT9T8bWBmPDcuPE18zf6fUUHh/arIgrMAWvjbWkPep41Kyj9NKqltSajFplFeKk6GNxvhM+lQkFoFAMLJMCsXC3AgKOxtqwvJ5c96b0PNcyUzB25V+QVY9HEzm1G+1RvrtuHQa1jijX5TMtSxytB9aRYoTKB93Q2XSG/v/S4YfojTj/Hx16P+2Xl7k132mr1h71jKTtgZ+8Iu2IAJ9ov9Zn/YddSNkugkOt1Yo06bc8C2Ijr/Bwuoxxk=</latexit>

if r → [0.5, 0.9)

First unit 
allocated to 

Player 4

0.1

<latexit sha1_base64="uDzPE/neBcQk4G34IMLx9OBCJTM=">AAAChnicbVFNb9NAEN24fIRAIS0XJC4rIiQOlWVXlNJbBBeORSJppcSKxptxssp619odVw2W+2u4wv/h37BOXIm0HWmlp/fefOxMWijpKIr+doK9R4+fPO0+6z1/sf/yVf/gcOxMaQWOhFHGXqbgUEmNI5Kk8LKwCHmq8CJdfW30iyu0Thr9g9YFJjkstMykAPLUrP9mSnhNlcx4ze1Uaj6JwrMjHiez/iAKo03w+yBuwYC1cT476IyncyPKHDUJBc5N4qigpAJLUiise9PSYQFiBQuceKghR5dUmy/U/L1n5jwz1j9NfMP+n1FB7tw6T70zB1q6u1pDPqRNSso+J5XURUmoxbZRVipOhjf74HNpUZBaewDCSj8rF0uwIMhvbacLydXPen9LLTIlUwt2XbklFOjCZjajXKs31l3DkdOwwlv9tqSvUyhDD6UVQH4C7eqev0R8d+/3wfg4jD+FJ98/DoZf2pt02Vv2jn1gMTtlQ/aNnbMRE+yG/WK/2Z+gG4TBSXC6tQadNuc124lg+A9TW8bX</latexit>

if r → [0.9, 1]

<latexit sha1_base64="ORIofhFTXTSj0EO9j2PWpfONY+c=">AAAChnicbVFdaxNBFJ2sXzFaTfVF8GUwCApl2S229THoi48VTFpIQrg7uZsMmZ0ZZu5K47L+Gl/1//hvnE22YNpeGDicc+7H3JtZJT0lyd9OdO/+g4ePuo97T54ePHveP3wx9qZ0AkfCKOMuM/CopMYRSVJ4aR1CkSm8yNafG/3iOzovjf5GG4uzApZa5lIABWrefzUlvKJK5rzmbio1nyRHPInT9/P+IImTbfDbIG3BgLVxPj/sjKcLI8oCNQkF3k/SxNKsAkdSKKx709KjBbGGJU4C1FCgn1XbL9T8bWAWPDcuPE18y/6fUUHh/abIgrMAWvmbWkPepU1Kyj/OKqltSajFrlFeKk6GN/vgC+lQkNoEAMLJMCsXK3AgKGxtrwvJ9Y/6YEctcyUzB25T+RVY9HEzm1G+1RvrvuHIa1jjtX5dMtSxytBdaRYoTKB93QuXSG/u/TYYH8fpaXzy9cNg+Km9SZe9Zm/YO5ayMzZkX9g5GzHBfrJf7Df7E3WjODqJznbWqNPmvGR7EQ3/Adbhxpo=</latexit>

if r → [0, 0.1)

First unit
returned back

Player 2
(2, 0.5)

Player 1
(1, 0.4)

Player 3
(3, 0.6)

Player 4
(6, 0.6)

<latexit sha1_base64="+irMD6jSUpljIM0seWgrUzeffU4=">AAAChnicbVFNb9NAEN24fIRAaVouSFxWREgcKstGpOUYwYVjkUhaKbGi8WacrLJer3bHqKllfg1X+D/8G9aJK5G2I6309N6bj51JjZKOouhvJzh49PjJ0+6z3vMXhy+P+scnE1eUVuBYFKqwVyk4VFLjmCQpvDIWIU8VXqbrL41++QOtk4X+ThuDSQ5LLTMpgDw177+eEV5TJTNeczuTmk+jcHjK42TeH0RhtA1+H8QtGLA2LubHnclsUYgyR01CgXPTODKUVGBJCoV1b1Y6NCDWsMSphxpydEm1/ULN33lmwbPC+qeJb9n/MyrIndvkqXfmQCt3V2vIh7RpSdmnpJLalIRa7BplpeJU8GYffCEtClIbD0BY6WflYgUWBPmt7XUhub6pD3fUMlMytWA3lVuBQRc2sxXKtXpj3TecOg1rvNVvS/o6RhX0UJoB8hNoV/f8JeK7e78PJh/C+Cwcfvs4GH1ub9Jlb9hb9p7F7JyN2Fd2wcZMsJ/sF/vN/gTdIAyGwfnOGnTanFdsL4LRP0snxtM=</latexit>

if r → [0.5, 1]
<latexit sha1_base64="BpTszeqTi87DaH3BM4l0N1RIP+g=">AAAChnicbVFNixNBEO2MXzG6mtWL4KUxCArLMLMY12PQi8cVTHYhCaGmU5M06eluumvEOIy/xqv+H/+NPcksmN0taHi89+qjqzKrpKck+duJ7ty9d/9B92Hv0eOjJ0/7x88m3pRO4FgYZdxlBh6V1DgmSQovrUMoMoUX2eZTo198Q+el0V9pa3FewErLXAqgQC36L2aE36mSOa+5m0nNp8kJT+Lh20V/kMTJLvhNkLZgwNo4Xxx3JrOlEWWBmoQC76dpYmlegSMpFNa9WenRgtjACqcBaijQz6vdF2r+OjBLnhsXnia+Y//PqKDwfltkwVkArf11rSFv06Yl5R/mldS2JNRi3ygvFSfDm33wpXQoSG0DAOFkmJWLNTgQFLZ20IXk5kd9tKdWuZKZA7et/Bos+riZzSjf6o310HDiNWzwSr8qGepYZei2NAsUJtC+7oVLpNf3fhNMTuP0fTz88m4w+tjepMteslfsDUvZGRuxz+ycjZlgP9kv9pv9ibpRHA2js7016rQ5z9lBRKN/3wnGng==</latexit>

if r → [0, 0.5)

<latexit sha1_base64="ORIofhFTXTSj0EO9j2PWpfONY+c=">AAAChnicbVFdaxNBFJ2sXzFaTfVF8GUwCApl2S229THoi48VTFpIQrg7uZsMmZ0ZZu5K47L+Gl/1//hvnE22YNpeGDicc+7H3JtZJT0lyd9OdO/+g4ePuo97T54ePHveP3wx9qZ0AkfCKOMuM/CopMYRSVJ4aR1CkSm8yNafG/3iOzovjf5GG4uzApZa5lIABWrefzUlvKJK5rzmbio1nyRHPInT9/P+IImTbfDbIG3BgLVxPj/sjKcLI8oCNQkF3k/SxNKsAkdSKKx709KjBbGGJU4C1FCgn1XbL9T8bWAWPDcuPE18y/6fUUHh/abIgrMAWvmbWkPepU1Kyj/OKqltSajFrlFeKk6GN/vgC+lQkNoEAMLJMCsXK3AgKGxtrwvJ9Y/6YEctcyUzB25T+RVY9HEzm1G+1RvrvuHIa1jjtX5dMtSxytBdaRYoTKB93QuXSG/u/TYYH8fpaXzy9cNg+Km9SZe9Zm/YO5ayMzZkX9g5GzHBfrJf7Df7E3WjODqJznbWqNPmvGR7EQ3/Adbhxpo=</latexit>

if r → [0, 0.1)

Figure 3: Illustration of the online correlated assignment process in Algorithm 2. The number above each
circle represents the probability of the corresponding event occurring. In this example, player 3 receives
the first ball with probability 0.1 and the second ball with probability 0.5. Notably, the assignment of the
second ball to player 3 (with probability 0.5) is correlated with the decisions made for players 1 and 2, as
illustrated by the two blue dashed arrows on the left. For instance, if the realization of the random seed
is 𝑟 = 0.45, then player 1 is rejected, player 2 receives the first ball, player 3 receives the second ball, and
player 4 is rejected.

• Finally, when player 4 arrives at time 𝑡 = 6 with 𝑥4 = 0.6, Algorithm 2 assigns the second ball if
𝑟 ∈ [0.5, 1], an event that occurs with probability 0.5; assigns the first ball if 𝑟 ∈ [0, 0.1), an event
that occurs with probability 0.1. Note that for the case when 𝑟 ∈ [0, 0.1), the first ball will be returned
by player 1 at 𝑡 = 6. Thus, player 4 will receive one ball with probability 0.6.

We can see from the above example that Algorithm 2 always maintains a 1-ocr scheme in that it assigns
one ball to every player 𝑛 ∈ [𝑁 ] with probability exactly 𝑥𝑛 .

C Proof of Theorem 2

We use an online primal-dual approach to establish the competitive ratio of Algorithm 3. Consider the
dual LP corresponding to the primal LP in Eq. (2):

min
𝜆,u

∑︁
𝑛∈[𝑁 ]

𝑢𝑛 + 𝑘 ·
∑︁

𝑛∈[𝑁 ]
𝜆𝑛, (9)

s.t. 𝑢𝑛 +
𝑁∑︁
𝑗=𝑛

𝜆 𝑗1{𝑎𝑛+𝑑>𝑎 𝑗 } ≥ 𝑣𝑛, ∀𝑛 ∈ [𝑁 ], (10)

𝜆𝑛 ≥ 0, ∀𝑛 ∈ [𝑁 ] . (11)

Let ALG(I) represent the expected objective value of Algorithm 3 on an instance I. Moving forward,
we first propose a feasible solution for the primal problem given in Eq. (2), denoted as {𝑥ALG𝑛 }𝑛∈[𝑁 ] . We
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then show that ALG(I) equals the objective value of the primal LP solution.
In the second step, we design a feasible solution for the dual problem, denoted as {𝑢ALG𝑛 , 𝜆ALG𝑛 }𝑛∈[𝑁 ] ,

which corresponds to the dual linear program, and define the dual objective

𝐷ALG =
∑︁

𝑛∈[𝑁 ]
𝑢ALG𝑛 + 𝑘 ·

∑︁
𝑛∈[𝑁 ]

𝜆ALG𝑛 .

We then establish that the dual solution {𝑢ALG𝑛 , 𝜆ALG𝑛 }𝑛∈[𝑁 ] is feasible for the dual LP in Eq. (9).
In the final step, we establish that

𝐷ALG ≤
(
1 + ln

(𝑣max

𝑣min

))
︸             ︷︷             ︸

𝐹

·𝑃ALG.

After proving these steps, by weak duality we have

ALG(I) = 𝑃ALG ≥ 1
𝐹
· 𝐷ALG ≥ 1

𝐹
· OPT(I),

where OPT(I) denotes the objective value of the optimal clairvoyant algorithm on instance I. Thus, the
1 + ln

(
𝑣max
𝑣min

)
-competitiveness of Algorithm 3 follows.

Step-I: Design of primal solution and ALG(I) = 𝑃ALG
. We set the primal variables as 𝑥ALG𝑛 = 𝑥𝑛 for all

𝑛 ∈ [𝑁 ]. Let Δ(𝑛)
𝑃ALG denote the increase in the primal LP objective value resulting from updating 𝑥ALG𝑛 , and

let ΔALG(I)
𝑛 denote the corresponding increase in the expected objective value of Algorithm 3 when a unit

of resource is allocated to request 𝑛. By our update, we have

Δ(𝑛)
𝑃ALG = 𝑣𝑛 · 𝑥ALG𝑛 .

Furthermore,

ΔALG(I)
𝑛 = 𝑣𝑛 · Pr[a unit of resource is allocated to request 𝑛]

= 𝑣𝑛 · 𝑥𝑛 .

The final equality follows because the 1-ocr rounding scheme allocates a unit to request 𝑛 with probability
exactly 𝑥𝑛 . Summing over requests for all 𝑛 ∈ [𝑁 ] establishes that ALG(I) = 𝑃ALG.

Step-II: Design of dual solution, {𝑢ALG𝑛 , 𝜆ALG𝑛 }𝑛∈[𝑁 ] , and feasibility of the dual solution. Let us ini-
tialize all dual variables to zero. For each rental request 𝑛, let 𝑥𝑛 be the fractional allocation chosen by
Algorithm 3. We then perform the following updates:

𝜆ALG
𝜈∗𝑛

= 𝜆ALG
𝜈∗𝑛
+ 𝐹 ·

∫ 𝑦𝑛+𝑥̂𝑛
𝑘

𝜂=
𝑦𝑛
𝑘

𝜙 (𝜂)𝑑𝜂, (12)

𝑢ALG𝑛 = 𝐹 · 𝑥𝑛 ·
(
𝑣𝑛 − 𝜙

(𝑦𝑛 + 𝑥𝑛
𝑘

))
, (13)

where 𝜈∗𝑛 = max{ 𝑗 ≥ 𝑛 |𝑎 𝑗 < 𝑎𝑛+𝑑} and 𝐹 = 1+ ln
(
𝑣max
𝑣min

)
. To prove the feasibility of the above dual solution,

we must show that the dual constraint in Eq. (10) corresponding to each request 𝑛 is satisfied; that is,

𝑢ALG𝑛 +
𝑁∑︁
𝑗=𝑛

𝜆ALG𝑗 · I{𝑎𝑛+𝑑>𝑎 𝑗 } ≥ 𝑣𝑛 .
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For the 𝑛-th request, the dual variable 𝑢ALG𝑛 is updated according to Eq. (13), so that

𝑢ALG𝑛 ≥ 𝐹 · 𝑥𝑛 ·
(
𝑣𝑛 − 𝜙

(𝑦𝑛 + 𝑥𝑛
𝑘

))
.

Next, we aim to prove that

𝑁∑︁
𝑗=𝑛

𝜆ALG𝑗 · I{𝑎𝑛+𝑑>𝑎 𝑗 } ≥ 𝐹 ·
∫ 𝑦𝑛+𝑥̂𝑛

𝑘

0
𝜙 (𝜂)𝑑𝜂. (14)

Assuming this inequality holds, we first show that the dual constraint in Eq. (10) is satisfied for each request
𝑛 and then get back to the proof of the above inequality. Let us consider the following two cases.

Case 1: 𝜙

(
𝑦𝑛+𝑥𝑛

𝑘

)
< 𝑣𝑛 . It can be verified that following from Eq. (3), we have

𝑥𝑛 = max
{
0,min

{
1, 𝑘 · 𝜙−1(𝑣𝑛) − 𝑦𝑛

}}
.

Since we have 𝜙
(
𝑦𝑛+𝑥𝑛

𝑘

)
< 𝑣𝑛 , then it follows that 𝑥𝑛 = 1. Therefore,

𝑢ALG𝑛 +
𝑁∑︁
𝑗=𝑛

𝜆ALG𝑗 · I{𝑎𝑛+𝑑>𝑎 𝑗 } ≥ 𝐹 ·
(
𝑣𝑛 − 𝜙

(𝑦𝑛 + 𝑥𝑛
𝑘

))
+ 𝐹 ·

∫ 𝑦𝑛+𝑥̂𝑛
𝑘

0
𝜙 (𝜂)𝑑𝜂

≥ 𝐹 ·
(∫ 𝜙−1 (𝑣𝑛 )

𝑦𝑛+𝑥̂𝑛
𝑘

𝜙 (𝜂)𝑑𝜂 +
∫ 𝑦𝑛+𝑥̂𝑛

𝑘

0
𝜙 (𝜂)𝑑𝜂

)
= 𝐹 ·

∫ 𝜙−1 (𝑣𝑛 )

0
𝜙 (𝜂)𝑑𝜂

≥ 𝑣𝑛,

where the second inequality follows from the monotonicity of 𝜙 , and the last inequality follows from the
design of 𝜙 in Theorem 2.

Case 2: 𝜙

(
𝑦𝑛+𝑥𝑛

𝑘

)
≥ 𝑣𝑛 . We can lower bound the LHS of Eq. (10) as follows:

𝑢ALG𝑛 +
𝑁∑︁
𝑗=𝑛

𝜆ALG𝑗 · I{𝑎𝑛+𝑑>𝑎 𝑗 } ≥ 𝐹 · 𝑥𝑛 ·
(
𝑣𝑛 − 𝜙

(𝑦𝑛 + 𝑥𝑛
𝑘

))
+ 𝐹 ·

∫ 𝑦𝑛+𝑥̂𝑛
𝑘

0
𝜙 (𝜂)𝑑𝜂

≥ 𝐹 ·
∫ 𝑦𝑛+𝑥̂𝑛

𝑘

0
𝜙 (𝜂)𝑑𝜂

≥ 𝐹 ·
∫ 𝜙−1 (𝑣𝑛 )

0
𝜙 (𝜂)𝑑𝜂

≥ 𝑣𝑛,

where the second inequality follows from the monotonicity of 𝜙 and the last inequality is as in Case 1.
Thus, assuming Eq. (14) holds, the dual constraint in Eq. (10) is satisfied for each 𝑛 ∈ [𝑁 ], proving the

feasibility of the dual solution {𝑢ALG𝑛 , 𝜆ALG𝑛 }.
Let us now return to the proof of inequality Eq. (14). Define the set of requests 𝑂𝑛 as

𝑂𝑛 = {𝑛 ≤ 𝑗 ≤ 𝑁 | 𝑎𝑛 + 𝑑 > 𝑎 𝑗 , 𝑥 𝑗 > 0},
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i.e., the set of requests arriving after request 𝑛 whose rental request intervals overlap with that of request
𝑛. Furthermore, define the set of requests 𝐵𝑛 as

𝐵𝑛 = {1 ≤ 𝑗 ≤ 𝑛 | 𝑎 𝑗 + 𝑑 > 𝑎𝑛, 𝑥 𝑗 > 0}.

Note that for each request 𝑗 ∈ 𝐵𝑛 , we have 𝜈∗𝑗 ∈ 𝑂𝑛 . Then, it follows that:

𝑁∑︁
𝑗=𝑛

𝜆ALG𝑗 · I{𝑎𝑛+𝑑>𝑎 𝑗 } ≥
∑︁
𝑗∈𝑂𝑛

𝜆ALG𝑗

=
∑︁
𝑗∈𝑂𝑛

∑︁
𝑚∈[𝑛]

Δ
𝜆ALG
𝑗

𝑚

≥
∑︁

𝑚∈𝐵𝑛

Δ
𝜆ALG
𝜈∗𝑚

𝑚 ,

where Δ
𝜆ALG
𝑗

𝑚 denotes the increase in the value of 𝜆ALG𝑗 due to the dual update in Eq. (13) performed for
request𝑚. In the above inequalities, the first inequality follows from the definition of the set 𝑂𝑛 and the
second inequality follows from the fact that the request 𝜈∗𝑚 is in the set 𝑂𝑛 for each request𝑚 ∈ 𝐵𝑛 .

Moving forward, let us sort the requests in 𝐵𝑛 in increasing order of their arrival times so that

𝐵𝑛 = {𝑛1, 𝑛2, . . . , 𝑛 |𝐵𝑛 |}.

We have: ∑︁
𝑚∈𝐵𝑛

Δ
𝜆ALG
𝜈∗𝑚

𝑚 ≥ 𝐹

|𝐵𝑛 |∑︁
𝑖=1

∫ 𝑦𝑛𝑖 +𝑥𝑛𝑖

𝜂=𝑦𝑛𝑖

𝜙 (𝜂)𝑑𝜂

≥ 𝐹

|𝐵𝑛 |∑︁
𝑖=1

∫ ∑𝑖
𝑗=1 𝑥𝑛𝑗

𝜂=
∑𝑖−1

𝑗=1 𝑥𝑛𝑗

𝜙 (𝜂)𝑑𝜂

= 𝐹

∫ ∑|𝐵𝑛 |
𝑖=1 𝑥𝑛𝑖

𝜂=0
𝜙 (𝜂)𝑑𝜂

= 𝐹

∫ 𝑦𝑛+𝑥𝑛

𝜂=0
𝜙 (𝜂)𝑑𝜂.

Here, the first inequality follows from the update for 𝜆ALG
𝜈∗𝑚

in Eq. (13) for each request𝑚, and the second
inequality holds because, by the definition of the set 𝐵𝑛 , all requests in 𝐵𝑛 arriving prior to request 𝑛𝑖 have
rental requests overlapping request 𝑛𝑖 ; hence, the variable 𝑦𝑛𝑖 is at least

∑𝑖−1
𝑗=1 𝑥𝑛 𝑗

at the arrival of request
𝑛𝑖 .

Putting together the results obtained in the above two cases, the inequality in Eq. (14) follows.

Step-III: Proof of 𝐷ALG ≤ 𝐹 · 𝑃ALG
. Instead of directly proving the overall inequality 𝐷ALG ≤ 𝐹 · 𝑃ALG, we

show that for each request 𝑛:

Δ𝐷ALG

𝑛 ≤ 𝐹Δ𝑃ALG

𝑛 ,

where Δ𝐷ALG

𝑛 denotes the increase in the dual objective value after updating the dual variables for request 𝑛
via Eqs. (12) and (13), and Δ𝑃ALG

𝑛 denotes the increase in the primal objective value after updating the primal
LP solution for request 𝑛 by setting 𝑥ALG𝑛 = 𝑥𝑛 .

We now consider the following two cases in order to prove the above inequality.
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• Case 1: 𝑥𝑛 = 1. In this case, we have

Δ𝐷ALG

𝑛 = Δ
𝑢ALG
𝑛

𝑛 + 𝑘Δ
𝜆ALG
𝜈∗𝑛

𝑛

= 𝐹 · 𝑥𝑛 ·
(
𝑣𝑛 − 𝜙

(𝑦𝑛 + 𝑥𝑛
𝑘

))
+ 𝑘𝐹 ·

∫ 𝑦𝑛+𝑥̂𝑛
𝑘

𝜂=
𝑦𝑛
𝑘

𝜙 (𝜂)𝑑𝜂

= 𝐹 ·
(
𝑣𝑛 − 𝜙

(𝑦𝑛 + 1
𝑘

))
+ 𝑘𝐹 ·

∫ 𝑦𝑛+1
𝑘

𝜂=
𝑦𝑛
𝑘

𝜙 (𝜂)𝑑𝜂

≤ 𝐹 ·
(
𝑣𝑛 − 𝜙

(𝑦𝑛 + 1
𝑘

))
+ 𝑘𝐹 · 1

𝑘
𝜙

(𝑦𝑛 + 1
𝑘

)
= 𝐹 · 𝑣𝑛 = 𝐹Δ𝑃ALG

𝑛 ,

where the first equality follows from the objective value of the dual LP in Eq. (9). The second equality
follows from the dual updates done in Eq. (12) and Eq. (13). In addition, the first inequality follows
from the fact that 𝜙 is an increasing function.

• Case 2: 𝑥𝑛 < 1. In this case, if 𝑥𝑛 = 0, then we have Δ𝐷ALG

𝑛 = Δ𝑃ALG

𝑛 = 0. Otherwise, if 𝑥𝑛 ≠ 0, then by
Eq. (3) we have

𝑥𝑛 = max
{
0,min

{
1, 𝑘 · 𝜙−1(𝑣𝑛) − 𝑦𝑛

}}
.

Since 𝑥𝑛 < 1, we must have

𝑣𝑛 = 𝜙

(𝑦𝑛 + 𝑥𝑛
𝑘

)
.

It follows that

Δ𝐷ALG

𝑛 = Δ
𝑢ALG
𝑛

𝑛 + 𝑘Δ
𝜆ALG
𝜈∗𝑛

𝑛

= 𝐹 · 𝑥𝑛 ·
(
𝑣𝑛 − 𝜙

(𝑦𝑛 + 𝑥𝑛
𝑘

))
+ 𝑘𝐹 ·

∫ 𝑦𝑛+𝑥̂𝑛
𝑘

𝜂=
𝑦𝑛
𝑘

𝜙 (𝜂)𝑑𝜂

= 𝑘𝐹 ·
∫ 𝑦𝑛+𝑥̂𝑛

𝑘

𝜂=
𝑦𝑛
𝑘

𝜙 (𝜂)𝑑𝜂,

≤ 𝐹𝑘 · 𝑥𝑛
𝑘
· 𝜙

(𝑦𝑛 + 𝑥𝑛
𝑘

)
= 𝐹 · 𝑣𝑛 · 𝑥𝑛
= 𝐹Δ𝑃ALG

𝑛 .

Here, the inequality follows from the fact that the function 𝜙 is increasing. Combining the results from
both cases, we obtain

Δ𝐷ALG

𝑛 ≤ 𝐹Δ𝑃ALG

𝑛 ,

which completes the proof of the third step and thus the proof for Theorem 2.
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D Proof of Proposition 3

Following the same proof structure as in [29] for the online selection problem, we can prove the lower
bound 1 + ln

( 𝑣max
𝑣min

)
on the competitiveness of every online algorithm for kRental-Fixed.

We design a set of hard instances for the kRental-Fixed problem similar to [29]. Let A(𝑘, 𝑣) denote a
batch of 𝑘 identical requests, each with valuation 𝑣 (with 𝑣 ∈ [𝑣min, 𝑣max]). Divide the uncertainty range
[𝑣min, 𝑣max] into𝑚 − 1 sub-ranges of equal length

Δ𝑣 =
𝑣max − 𝑣min

𝑚 − 1 .

Let

V := {𝑣𝑖}𝑖∈[𝑚],

where 𝑣𝑖 = 𝑣min + (𝑖 − 1)Δ𝑣 for 𝑖 ∈ [𝑚]. Define an instance

𝐼𝑣𝑖 := A(𝑘, 𝑣1) ⊕ A(𝑘, 𝑣2) ⊕ · · · ⊕ A(𝑘, 𝑣𝑖),

which consists of a sequence of request batches with increasing valuations that arrive consecutively within
an arbitrarily short time interval. (Here,A(𝑘, 𝑣𝑖) ⊕A(𝑘, 𝑣 𝑗 ) denotes a batchA(𝑘, 𝑣𝑖) immediately followed
by a batchA(𝑘, 𝑣 𝑗 ).) In this construction, all requests, including those from the first batchA(𝑘, 𝑣1) to the
last request in the final batch A(𝑘, 𝑣𝑚), arrive during the short interval [0, 𝜖], where 𝜖 is a small value
satisfying 𝜖 < 𝑑 . This setup guarantees that if a unit is allocated to a request in batch A(𝑘, 𝑣𝑖), it cannot
be reallocated to any request arriving afterwards, because the unit will only become available after 𝑑 time
steps, while subsequent requests arrive within a much shorter time span.

We consider the collection {𝐼𝑣𝑖 }𝑖∈[𝑚] as the set of hard instances for the kRental-Fixed problem. Fol-
lowing the same proof structure as in the proof of Lemma 2.3 in [29], to obtain the optimal online algorithm
on the set of hard instances {𝐼𝑣𝑖 }𝑖∈[𝑚] , one can show that the lower bound 1+ ln

( 𝑣max
𝑣min

)
holds for the compet-

itiveness of every online algorithm on the set of hard instances {𝐼𝑣𝑖 }𝑖∈[𝑚] and thus prove the lower bound
1 + ln

( 𝑣max
𝑣min

)
.

E Impossibility Result for the Existence of a Lossless Rounding in the

Variable Duration Setting

Consider the 𝛾-ocr problem introduced in Section 2.1, where each player rents a ball for a fixed duration 𝑑
that is identical across all players and independent of their identity. In this setting, the rental period is
uniform and known in advance.

In the following, we study a variant of this problem in which the rental duration is player-dependent
and may vary across players. Specifically, each player requests a rental duration that is revealed only
upon their arrival. Thus, the algorithm receives information about a player’s rental duration in an online
fashion. A more formal definition of the ocr problem under this variable-duration setting is as follows.

Definition 2 (𝛾-ocr-v). Consider a set of 𝑘 identical balls, each uniquely labeled from the set {1, 2, . . . , 𝑘}.
Each ball can be assigned to a player for a variable duration, determined by the player’s requested rental

period, after which the ball becomes available for reassignment. A sequence of 𝑁 players arrives one by one,

with each player 𝑛 characterized by a triple (𝑎𝑛, 𝑥𝑛, 𝑑𝑛), where 𝑎𝑛 is the arrival time, 𝑥𝑛 ∈ [0, 1] is the target
probability with which a ball should be assigned to player 𝑛, and 𝑑𝑛 is the requested rental duration. For any

𝛾 ∈ [0, 1], a 𝛾-ocr-v algorithm, given the input sequence {(𝑥𝑛, 𝑎𝑛, 𝑑𝑛)}𝑛∈[𝑁 ] , assigns a ball to each player
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𝑛 ∈ [𝑁 ] with probability at least 𝛾𝑥𝑛 . Similar to the definition of 𝛾-ocr, for any given input instance of

𝛾-ocr-v, {(𝑥𝑛, 𝑎𝑛, 𝑑𝑛)}𝑛∈[𝑁 ] , we impose the following condition:

𝑥𝑛 ≤ min©­«1, 𝑘 −
∑︁

𝑗∈[𝑛−1]
𝑥 𝑗 · I{𝑎 𝑗+𝑑 𝑗>𝑎𝑛 }

ª®¬ , ∀𝑛 ∈ [𝑁 ] . (15)

Proof of Theorem 3 We proceed by contradiction. Suppose, for the sake of contradiction, that a (pos-
sibly randomized) online algorithm ALG is lossless for the 𝛾-ocr-v problem; that is, it achieves 𝛾 = 1 on
every instance. Consider the following instance with inventory of 𝑘 = 2 balls and:

I =

{
(𝑎1 = 1, 𝑥1 = 0.5, 𝑑1 = 5)︸                         ︷︷                         ︸

𝑃1

, (𝑎2 = 2, 𝑥2 = 0.5, 𝑑2 = 7)︸                         ︷︷                         ︸
𝑃2

, (𝑎3 = 5.5, 𝑥3 = 2
3 , 𝑑3 = 9)︸                          ︷︷                          ︸

𝑃3

,

(𝑎4 = 6, 𝑥4 = 1
3 , 𝑑4 = 8)︸                       ︷︷                       ︸

𝑃4

, (𝑎5 = 8, 𝑥5 = 1
2 , 𝑑5 = 10)︸                         ︷︷                         ︸

𝑃5

, (𝑎6 = 14, 𝑥6 = 5
6 , 𝑑6 = 10)︸                          ︷︷                          ︸

𝑃6

}
.

The above instance clearly satisfies the constraint in Eq. (15). Let𝐴 (𝑖 )𝑛 (𝑖 = 1, 2) be the event that the 𝑖-th
ball is allocated to player 𝑛 by the online algorithm ALG upon processing the player’s request. Likewise,
let 𝐸 (𝑖 )𝑡 (𝑖 = 1, 2) denote the event that the 𝑖-th ball is still available at time 𝑡 .

Next, we prove the following claim:

Lemma 4. For the algorithm ALG to be lossless, we must have:

P[𝐴 (1)1 ∩𝐴
(2)
2 ] + P[𝐴

(2)
1 ∩𝐴

(1)
2 ] = 0

Proof. We prove the claim by contradiction. Suppose the lemma fails, i.e.,

P[𝐴 (1)1 ∩𝐴
(2)
2

]
+ P[𝐴 (2)1 ∩𝐴

(1)
2

]
> 0.

Then the probability that at least one of the two balls is still available immediately after the decision for
player 2 satisfies

P[𝐸 (1)2 ∪ 𝐸
(2)
2

]
= 1 − P[(𝐴 (1)1 ∪𝐴

(1)
2 ) ∩ (𝐴

(2)
1 ∪𝐴

(2)
2 )

]
= 1 − P[(𝐴 (1)1 ∩𝐴

(2)
1 ) ∪ (𝐴

(1)
2 ∩𝐴

(2)
2 )

]
= 1 − P[𝐴 (1)1 ∩𝐴

(2)
2

]
− P[𝐴 (2)1 ∩𝐴

(1)
2

]
< 1,

where the strict inequality follows from the contradictory assumption.

Next, let us create a new instance I′ that is identical to I for players 𝑃1 and 𝑃2, but replaces the remaining
sequence by a single player 𝑃 ′3 with

(𝑎3 = 3, 𝑥3 = 1, 𝑑3 = 10).
The feasibility condition (15) is easily verified for I′.

Because the first two players in I and I′ are identical, algorithm ALG follows the same random path on
both instances for the first two players. Thus, at 𝑎3 = 3 in I′ we still have P[𝐸 (1)2 ∪𝐸

(2)
2

]
< 1,meaning that

with probability less than one either of balls are available at arrival of request 𝑃 ′3. Yet a lossless algorithm
must allocate a ball to 𝑃 ′3 with probability 𝑥3 = 1, an impossibility. Hence our initial assumption is false,
and the lemma follows. □
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Next, consider the arrival of the third player 𝑃3 in instance I, with parameters 𝑎3 = 5, 𝑥3 = 2
3 , and

𝑑3 = 9. We prove the following statement.

Lemma 5. For ALG to remain lossless on I, it must hold that

P[𝐴 (1)2 ∩𝐴
(2)
3

]
+ P[𝐴 (2)2 ∩𝐴

(1)
3

]
=
1
6
.

Proof. First, let us prove that

P[𝐴 (1)2 ∩𝐴
(2)
3 ] + P[𝐴

(2)
2 ∩𝐴

(1)
3 ] ≤

1
6
. (16)

The proof is again by contradiction. Assume that the above inequality does not hold.
Consider the instance I′, in which the first three players are identical to those of instance I, but the

fourth player 𝑃 ′4 is characterised as (𝑎4 = 7, 𝑑4 = 10, 𝑥4 = 5
6 ). It can be verified that the feasibility constraint

in Eq. (1) is satisfied for every player. Because the first three arrivals in I and I′ are identical, the online
algorithm ALG behaves the same on both instances up to arrival of 𝑃 ′4. Consequently, when 𝑃 ′4 arrives in
I′,

P[𝐸 (1)7 ∪ 𝐸
(2)
7 ] = 1 − P[(𝐴 (1)2 ∪𝐴

(1)
3 ) ∩ (𝐴

(2)
2 ∪𝐴

(2)
3 )]

= 1 − P[(𝐴 (1)2 ∩𝐴
(2)
3 ) ∪ (𝐴

(1)
3 ∩𝐴

(2)
2 )]

= 1 − P[𝐴 (1)2 ∩𝐴
(2)
3 ] − P[𝐴

(2)
2 ∩𝐴

(1)
3 ] <

5
6
,

where the last strict inequality is by the contradictory assumption to have P[𝐴 (1)2 ∩𝐴
(2)
3 ] +P[𝐴

(2)
2 ∩𝐴

(1)
3 ] >

1
6 . The allocation of 𝑃1 does not influence the calculation above, because by 𝑎4 = 7 any ball assigned to 𝑃1
has already returned to the system. Hence, at the arrival of player 𝑃 ′4 in I′ the probability that either ball
is still available, P[𝐸 (1)7 ∪ 𝐸

(2)
7 ], is strictly less than 5

6 . Therefore, ALG cannot allocate a ball to 𝑃4 with the
required target probability 5

6 , contradicting the lossless property. Thus we must have

P[𝐴 (1)2 ∩𝐴
(2)
3 ] + P[𝐴

(2)
2 ∩𝐴

(1)
3 ] ≤

1
6
.

Next, let us prove that
P[𝐴 (1)2 ∩𝐴

(2)
3 ] + P[𝐴

(2)
2 ∩𝐴

(1)
3 ] ≥

1
6
,

after which we can conclude that the sum equals 1
6 .

First, we compute the following probability:

P[(𝐴 (1)1 ∪𝐴
(2)
1 ) ∪ (𝐴

(1)
2 ∪𝐴

(2)
2 )] = P[(𝐴

(1)
1 ∪𝐴

(2)
1 )] + P[(𝐴

(1)
2 ∪𝐴

(2)
2 )]

− P[(𝐴 (1)1 ∪𝐴
(2)
1 ) ∩ (𝐴

(1)
2 ∪𝐴

(2)
2 )]

= 𝑥1 + 𝑥2 − P[(𝐴 (1)1 ∩𝐴
(2)
2 ) ∪ (𝐴

(2)
1 ∩𝐴

(1)
2 )]

= 1 − P[(𝐴 (1)1 ∩𝐴
(2)
2 )] − P[(𝐴

(2)
1 ∩𝐴

(1)
2 )]

= 1,

where the last equality follows from Lemma 4. By the same reasoning we have

P[(𝐴 (1)1 ∪𝐴
(2)
1 ) ∩ (𝐴

(1)
2 ∪𝐴

(2)
2 )] = 0.
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Since P[𝐴 (1)3 ∪𝐴
(2)
3 ] = 𝑥3 =

2
3 , P[(𝐴

(1)
1 ∪𝐴

(2)
1 )] =

1
2 , and P[(𝐴

(1)
1 ∪𝐴

(2)
1 ) ∪ (𝐴

(1)
2 ∪𝐴

(2)
2 )] = 1, we must

have
P[(𝐴 (1)3 ∪𝐴

(2)
3 ) ∩ (𝐴

(1)
2 ∪𝐴

(2)
2 )] ≥

1
6
.

Combining this with the earlier inequality establishes

P[𝐴 (1)2 ∩𝐴
(2)
3 ] + P[𝐴

(2)
2 ∩𝐴

(1)
3 ] =

1
6
.

Thus, the proof is completed. □

Next, consider the arrival of player 𝑃4 in instance I, with parameters 𝑎4 = 6, 𝑥4 = 1
3 , and 𝑑4 = 7.

Lemma 6. For ALG to be lossless, after the arrival of player 𝑃4 we must have

P[𝐴 (1)3 ∩𝐴
(2)
4 ] + P[𝐴

(2)
3 ∩𝐴

(1)
4 ] = 0.

Proof. In case the above equality is not satisfied, a request 𝑃5 could arrive at time 𝑎5 = 10 with target
probability 𝑥5 = 1, and ALG would not be lossless since P[𝐸 (1)10 ∪ 𝐸

(2)
10 ] < 1. □

Next, consider the arrival of player 𝑃5 at time 𝑎5 = 8, with target probability 𝑥5 = 1
2 and 𝑑5 = 10. Let

us refer to the time right before the arrival of fifth player as 8− .

Lemma 7. After the arrival of player 𝑃5,

P[𝐴 (1)3 ∩𝐴
(2)
5 ] + P[𝐴

(2)
3 ∩𝐴

(1)
5 ] ≥

1
2
.

Proof. From the previous two lemmas 5 and 6, we have

P[(𝐴 (1)2 ∪𝐴
(2)
2 ) ∩ (𝐴

(1)
3 ∪𝐴

(2)
3 )] =

1
6
, P[(𝐴 (1)3 ∪𝐴

(2)
3 ) ∩ (𝐴

(2)
4 ∪𝐴

(1)
4 )] = 0.

Let us define 𝐶1,𝐶2, and 𝐶3 as follows:

𝐶1 =
(
𝐴
(1)
3 ∪𝐴

(2)
3

)
∩

(
𝐴
(2)
2 ∪𝐴

(1)
2

) ′
,

𝐶2 =
(
𝐴
(2)
2 ∪𝐴

(1)
2

)
∩

(
𝐴
(1)
3 ∪𝐴

(2)
3

) ′
,

𝐶3 =
(
𝐴
(1)
3 ∪𝐴

(2)
3

)
∩

(
𝐴
(2)
2 ∪𝐴

(1)
2

)
.

These events are pairwise disjoint and P[𝐶1 ∪𝐶2 ∪𝐶3] = 1.

Claim 1. P[𝐸 (1)8− ∪ 𝐸
(2)
8− | 𝐶2] = 0.

Proof. From Lemma 6 we have

P[(𝐴 (1)3 ∪𝐴
(2)
3 ) ∩ (𝐴

(2)
4 ∪𝐴

(1)
4 )] = 0,
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thus it follows that P[𝐶1∩(𝐴 (2)4 ∪𝐴
(1)
4 )] = 0 and P[𝐶3∩(𝐴 (2)4 ∪𝐴

(1)
4 )] = 0. Note that we have P[𝐴 (2)4 ∪𝐴

(1)
4 ] =

P[𝐶2] = 1
3 , so 𝐴

(2)
4 ∪𝐴

(1)
4 = 𝐶2. Next,

𝐶2 = 𝐶2 ∩𝐶2

=
(
(𝐴 (2)4 ∪𝐴

(1)
4 ) ∩ ((𝐴

(2)
2 ∪𝐴

(1)
2 ) ∩ (𝐴

(1)
3 ∪𝐴

(2)
3 )
′)
)

=
(
(𝐴 (2)4 ∪𝐴

(1)
4 ) ∩ (𝐴

(2)
2 ∪𝐴

(1)
2 )

)
∩

(
(𝐴 (2)4 ∪𝐴

(1)
4 ) ∩ (𝐴

(1)
3 ∪𝐴

(2)
3 )
′)

=
(
(𝐴 (2)4 ∪𝐴

(1)
4 ) ∩ (𝐴

(2)
2 ∪𝐴

(1)
2 )

)
∩ (𝐴 (2)4 ∪𝐴

(1)
4 )

=
(
(𝐴 (2)4 ∪𝐴

(1)
4 ) ∩ (𝐴

(2)
2 ∪𝐴

(1)
2 )

)
= (𝐴 (2)2 ∩𝐴

(1)
4 ) ∪ (𝐴

(1)
2 ∩𝐴

(2)
4 ),

where the third equality uses P[(𝐴 (1)3 ∪ 𝐴
(2)
3 ) ∩ (𝐴

(2)
4 ∪ 𝐴

(1)
4 )] = 0. Based on the above equations, under

the event 𝐶2, either 𝐴 (2)2 ∩𝐴
(1)
4 or 𝐴 (1)2 ∩𝐴

(2)
4 occurs, so neither ball 1 nor ball 2 is available. Therefore

P[𝐸 (1)8− ∪ 𝐸
(2)
8− | 𝐶2] = 0.

This completes the proof. □

Next, we can verify that
P[𝐸 (1)8− ∪ 𝐸

(2)
8− | 𝐶3] = 0.

In fact,𝐶3 = (𝐴 (1)3 ∪𝐴
(2)
3 )∩ (𝐴

(2)
4 ∪𝐴

(1)
4 ) = (𝐴

(1)
3 ∩𝐴

(2)
4 )∪ (𝐴

(2)
3 ∩𝐴

(1)
4 ). Thus, under𝐶3, either (𝐴 (1)3 ∩𝐴

(2)
4 )

or (𝐴 (2)3 ∩𝐴
(1)
4 ) occurs, so neither ball 1 nor ball 2 is available, and P[𝐸 (1)4 ∪ 𝐸

(2)
4 | 𝐶3] = 0.

Since at the arrival of 𝑃5 we have
∑

𝑖∈[4] 𝑥𝑖 · I{𝑎𝑖+𝑑𝑖≥𝑎5} = 3
2 , with probability 1

2 one of the two balls is
available, and

1
2
= P[𝐸 (1)8− ∪ 𝐸

(2)
8− ]

= P[𝐸 (1)8− ∪ 𝐸
(2)
8− | 𝐶1] + P[𝐸 (1)8− ∪ 𝐸

(2)
8− | 𝐶2] + P[𝐸 (1)8− ∪ 𝐸

(2)
8− | 𝐶3]

= P[𝐸 (1)8− ∪ 𝐸
(2)
8− | 𝐶1] = P[𝐶1] .

Thus, we have 𝐸 (1)8− ∪ 𝐸
(2)
8− = 𝐶1.

At the arrival of 𝑃5, if either ball is available, the other ball is already allocated to 𝑃3, since 𝐶1 =

(𝐴 (1)3 ∪ 𝐴
(2)
3 ) ∩ (𝐴

(2)
2 ∪ 𝐴

(1)
2 )′. Therefore, a lossless ALG must allocate one of the two balls to 𝑃5 with

probability 1
2 , and

P[(𝐴 (1)5 ∪𝐴
(2)
5 ) ∩ (𝐴

(1)
3 ∪𝐴

(2)
3 )]

= P[(𝐴 (1)3 ∩𝐴
(2)
5 ) ∪ (𝐴

(2)
3 ∪𝐴

(1)
5 )]

= P[𝐴 (1)3 ∩𝐴
(2)
5 ] + P[𝐴

(2)
3 ∪𝐴

(1)
5 ]

=
1
2
.

This completes the proof. □
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Now consider the arrival of the sixth player with (𝑎6 = 13.5, 𝑥6 = 5
6 , 𝑑6 = 10). It can be verified that

P[𝐸 (1)6 ∪ 𝐸
(2)
6 ] = 1 − P[(𝐴 (1)3 ∪𝐴

(1)
5 ) ∩ (𝐴

(2)
3 ∪𝐴

(2)
5 )]

= 1 − P[(𝐴 (1)3 ∩𝐴
(2)
5 ) ∪ (𝐴

(2)
3 ∩𝐴

(1)
5 )]

=
1
2
,

where the last equality follows from Lemma 7. Thus, at the arrival of player 𝑃6, with probability equal to
1
2 either ball is available, and the algorithm cannot allocate a ball with target probability 5

6 losslessly to
player 𝑃6. We thus complete the proof.

F Proof of Theorem 4

To establish the 𝛼-competitiveness of Algorithm 4, we apply the LP-free certificate approach developed
[16]. We define a system of linear constraints that acts as a certificate of 𝛼-competitiveness when feasible.
The variables in this system include {{𝑢𝑛, 𝜆 (𝑖 )𝑛 }𝑛∈[𝑁 ], 𝜃𝑖}𝑖∈[𝑘 ] . Conceptually, we employ a pricing scheme
inspired by the economic interpretation of the randomized primal-dual framework in [5]. In this setting,
𝑢𝑛 denotes the utility of request 𝑛, while 𝜆 (𝑖 )𝑛 represents the price of unit 𝑖 at the time of request 𝑛’s arrival.
The variable 𝜃𝑖 corresponds to the revenue obtained by the algorithm from selling the 𝑖-th unit of the
resource. The constraints are given by:∑︁

𝑛∈[𝑁 ]
𝑢𝑛 +

∑︁
𝑖∈[𝑘 ]

𝜃𝑖 ≤ 𝛼 · ALG(𝐼 ), (17)

𝜃𝑖 +
∑︁
𝑛∈𝑃𝑖

𝑢𝑛 ≥
∑︁
𝑛∈𝑃𝑖

𝑑𝑛 = OPT𝑖 , ∀𝑖 ∈ [𝑘], (18)

where ALG(𝐼 ) denotes the expected performance of the algorithm on instance 𝐼 . For each 𝑖 , the set 𝑃𝑖
consists of the requests to whom the optimal clairvoyant algorithm allocates the 𝑖-th unit of the resource,
and OPT𝑖 =

∑
𝑛∈𝑃𝑖 𝑑𝑛 . Clearly, if the above constraints hold, then:

OPT =

𝑘∑︁
𝑖=1

OPT𝑖

≤
𝑘∑︁
𝑖=1

(
𝜃𝑖 +

∑︁
𝑛∈𝑃𝑖

𝑢𝑛

)
≤

∑︁
𝑖∈[𝑘 ]

𝜃𝑖 +
∑︁

𝑛∈[𝑁 ]
𝑢𝑛

≤ 𝛼 · ALG(𝐼 ),

where in the derivation above, the first inequality follows fromEq. (17), the second inequality holds because
the sets {𝑃𝑖} are pairwise disjoint, and the final inequality follows from Eq. (18). Hence, if there is a
solution to this linear system, it certifies the 𝛼-competitiveness of Algorithm 4. In what follows, we first
describe how to assign values to the system’s variables, and then show that these assignments satisfy all
the inequalities of the system.

Based on the performance of Algorithm 4, we now specify how to assign values to the variables in our
LP-free certificate. Initially, all variables are set to zero. After the arrival of the final request in instance 𝐼 ,
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we update the variables as follows. For each rental request 𝑛, let 𝑥𝑛 be the fractional allocation variable
determined by Algorithm 5. We then perform the following updates:

𝑢𝑛 =
𝛼

3
𝑑𝑛𝑥𝑛, (19)

𝜆
(𝑖∗𝑛 )
𝑗

= 𝜆
(𝑖∗𝑛 )
𝑗
+ 𝛼
3
(
𝑎 𝑗+1 − 𝑎 𝑗

)
𝑥𝑛, ∀𝑗, 𝑛 ≤ 𝑗 < 𝜈∗𝑛, 𝑎 𝑗 < 𝑎𝑛 + 𝑑𝑛, (20)

𝜆
(𝑖∗𝑛 )
𝜈∗𝑛

= 𝜆
(𝑖∗𝑛 )
𝜈∗𝑛
+ 𝛼
3

(
2𝑑𝑛 −

(
𝑎𝜈∗𝑛 − 𝑎𝑛

) )
𝑥𝑛, (21)

where 𝜈∗𝑛 = max{ 𝑗 ≥ 𝑛 |𝑎 𝑗 < 𝑎𝑛 + 𝑑𝑛}. After updating the variables above for all the 𝑁 requests, let us set
the value of variables 𝜃𝑖 =

∑
𝑛∈[𝑁 ] 𝜆

(𝑖∗𝑛 )
𝑛 for all 𝑖 ∈ [𝑘].

Remark 1. The intuition behind the design of the variables in the system is as follows. We implement a

pricing scheme in which the variable 𝑢𝑛 denotes the utility accrued by request 𝑛, and the set of variables 𝜆
(𝑖 )
𝑗

represents the price of unit 𝑖 at the arrival time of request 𝑗 . Depending on the fractional allocation 𝑥𝑛 , which

is allocated from unit 𝑖∗𝑛 to request 𝑛, the utility 𝑢𝑛 increases accordingly. Furthermore, we raise the price of

unit 𝑖∗𝑛 at the arrival time of every request 𝑗 < 𝜈∗𝑛 whose request interval overlaps with that of request 𝑛. This

price adjustment is intended for any request arriving after request 𝑛 whose rental duration finishes before that

of request 𝑛 and who might be rejected because a fraction of unit 𝑖∗𝑛 has already been allocated to request 𝑛. In

addition, we also increase the price of unit 𝑖∗𝑛 for request 𝜈∗𝑛 , which is the last arriving request in the horizon

whose request interval overlaps with that of request 𝑛. This adjustment accounts for requests who might arrive

very close to the end of request 𝑛’s request interval and whose requests may be rejected because the algorithm

has already allocated a fraction of unit 𝑖∗𝑛 to request 𝑛.

First constraint of the system. Based on the construction of the variables detailed above, we now
verify the constraint Eq. (17).

Let ΔALG
𝑛 denote the increase in the expected objective value of Algorithm 4 after processing request

𝑛. We show that ΔALG
𝑛 = 𝑑𝑛 · 𝑥𝑛 . Algorithm 4 first computes 𝑦 (𝑖 )𝑛 , the probabilistic utilization level of item

𝑖 , which sums the probabilities that unit 𝑖 has been allocated to previous requests. Consequently, at the
arrival of request 𝑛, resource 𝑖 is available with probability 1 − 𝑦 (𝑖 )𝑛 . Therefore,

ΔALG
𝑛 = 𝑑𝑛 · P[unit 𝑖∗𝑛 is available] · P[the unit is allocated]

= 𝑑𝑛
(
1 − 𝑦 (𝑖

∗
𝑛 )

𝑛

)
· 𝑥𝑛

1 − 𝑦 (𝑖
∗
𝑛 )

𝑛

= 𝑑𝑛𝑥𝑛 .

Summing over all requests 𝑛 ∈ [𝑁 ], ALG(𝐼 ) = ∑
𝑛∈[𝑁 ] Δ

ALG
𝑛 =

∑
𝑛∈[𝑁 ] 𝑑𝑛𝑥𝑛 .

Next, let Δrhs
𝑛 denote the increase in the right-hand side of Eq. (17) after updating the variables of the

system according to Eqs. (19)–(21) for the 𝑛-th rental request. It follows directly that

Δrhs
𝑛 = 𝛼𝑑𝑛𝑥𝑛 .

Summing these increments for all requests 𝑛 ∈ [𝑁 ] gives∑︁
𝑛∈[𝑁 ]

𝑢𝑛 +
∑︁
𝑖∈[𝑘 ]

𝜃𝑖 =
∑︁

𝑛∈[𝑁 ]
Δrhs
𝑛 =

∑︁
𝑛∈[𝑁 ]

𝛼 · 𝑑𝑛 · 𝑥𝑛 .

Combining this with our previous result on the expected increase in the objective of the algorithm, we
conclude that the first constraint, Eq. (17), is satisfied.
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Second set of constraints. The remaining set of constraints are as follows:

𝜃𝑖 +
∑︁
𝑛∈𝑃𝑖

𝑢𝑛 ≥ 𝛼 ·
∑︁
𝑛∈𝑃𝑖

𝑑𝑛 = 𝛼 · OPT𝑖 ,

where the value of 𝜃𝑖 can be lower bounded by:

𝜃𝑖 =
∑︁

𝑛∈[𝑁 ]
𝜆
(𝑖 )
𝑛 ≥

∑︁
𝑛∈𝑃𝑖

𝑁∑︁
𝑗=𝑛

𝜆
(𝑖 )
𝑗
I{𝑎𝑛+𝑑𝑛>𝑎 𝑗 } .

The inequality holds because, for each request 𝑛 ∈ 𝑃𝑖 , the set { 𝑗 ∈ [𝑁 ] | 𝑎𝑛 + 𝑑𝑛 > 𝑎 𝑗 } cannot intersect
with any other request’s set. Otherwise, the optimal offline algorithm would have allocated unit 𝑖 to two
requests at the same time, which is infeasible. Hence, for the left-hand side of Eq. (18), we have

𝜃𝑖 +
∑︁
𝑛∈𝑃𝑖

𝑢𝑛 ≥
∑︁
𝑛∈𝑃𝑖

𝑁∑︁
𝑗=𝑛

𝜆
(𝑖 )
𝑗
I{𝑎𝑛+𝑑𝑛>𝑎 𝑗 } +

∑︁
𝑛∈𝑃𝑖

𝑢𝑛 ≥
∑︁
𝑛∈𝑃𝑖

( 𝑁∑︁
𝑗=𝑛

𝜆
(𝑖 )
𝑗
I{𝑎𝑛+𝑑𝑛>𝑎 𝑗 } + 𝑢𝑛

)
.

Thus, it suffices to show that for each request 𝑛 ∈ 𝑃𝑖 ,

𝑁∑︁
𝑗=𝑛

𝜆
(𝑖 )
𝑗
I{𝑎𝑛+𝑑𝑛>𝑎 𝑗 } + 𝑢𝑛 ≥ 𝛼 · 𝑑𝑛 .

In what follows, we first derive a lower bound on the left-hand side of the above inequality by separately
bounding

∑𝑁
𝑗=𝑛 𝜆

(𝑖 )
𝑗
· I{𝑎𝑛+𝑑𝑛>𝑎 𝑗 } and 𝑢𝑛 . Then, invoking the constraints placed on the price function 𝜙 in

Theorem 4, we conclude that this bound is at least 𝛼 · 𝑑𝑛 , thus ensuring that Eq. (18) is satisfied.
Let us define

Λ(𝑖 )𝑛 =

𝑁∑︁
𝑗=𝑛

𝜆
(𝑖 )
𝑗
I{𝑎𝑛+𝑑𝑛>𝑎 𝑗 } .

Let us further define the set of requests 𝐵 (𝑖 )𝑛 by

𝐵
(𝑖 )
𝑛 =

{
1 ≤ 𝑗 < 𝑛 | 𝑎 𝑗 + 𝑑 𝑗 > 𝑎𝑛, 𝑥 𝑗 > 0, 𝑖∗𝑗 = 𝑖

}
. (22)

In other words, 𝐵 (𝑖 )𝑛 is the set of all requests who arrive before request 𝑛, request rental intervals overlap-
ping the interval of request 𝑛, and have a non-zero probability of receiving unit 𝑖 .

Furthermore, define 𝐶 (𝑖 )𝑛 ⊆ 𝐵
(𝑖 )
𝑛 by

𝐶
(𝑖 )
𝑛 =

{
𝑗 ∈ 𝐵 (𝑖 )𝑛 | 𝑎 𝑗 + 𝑑 𝑗 < 𝑎𝑛 + 𝑑𝑛

}
.

Next, let the set of requests {𝑐𝑙 }𝑙∈[𝐿] be defined recursively such that

𝑐1 = argmin
𝑗∈𝐶 (𝑖 )𝑛

{𝑎 𝑗 + 𝑑 𝑗 },

𝑐𝑙 = argmin
𝑗∈𝐶 (𝑖 )𝑛

𝑎 𝑗>𝑎𝑐𝑙−1

{𝑎 𝑗 + 𝑑 𝑗 }, 1 < 𝑙 ≤ 𝐿.
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The request 𝑐𝐿 ∈ 𝐶 (𝑖 )𝑛 is the one for which { 𝑗 ∈ 𝐶 (𝑖 )𝑛 | 𝑎 𝑗 > 𝑎𝑐𝐿 } is empty. Using the sequence of requests
{𝑐𝑙 }𝑙∈[𝐿] , we partition 𝐶 (𝑖 )𝑛 into 𝐿 sets:

C𝑙 =
{
𝑗 ∈ 𝐶 (𝑖 )𝑛 | 𝑎𝑐𝑙−1 ≤ 𝑎 𝑗 < 𝑎𝑐𝑙

}
, ∀𝑙 ∈ [𝐿] .

Furthermore, define the set of values {𝑧𝑙 }𝑙∈[𝐿] by

𝑧𝑙 =
∑︁
𝑗∈𝐶 (𝑖 )𝑛
𝑎 𝑗<𝑎𝑐𝑙

𝑥 𝑗 .

Let Δ( 𝑗 )
Λ(𝑖 )𝑛

denote the increase in Λ(𝑖 )𝑛 after processing the rental request of request 𝑗 and updating the
variables according to Eqs. (19)–(21). From the way we perform the updates, it follows that∑︁

𝑗∈𝐶 (𝑖 )𝑛

Δ( 𝑗 )
Λ(𝑖 )𝑛

≥
𝐿∑︁
𝑙=1

∑︁
𝑗∈C𝑙

𝛼

3
𝑥 𝑗

(
𝑑 𝑗 +

(
𝑎 𝑗 + 𝑑 𝑗 − 𝑎𝑛

) )

≥
𝐿∑︁
𝑙=1

∑︁
𝑗∈C𝑙

𝛼

3
𝑥 𝑗

(
𝑑𝑐𝑙 +

(
𝑎𝑐𝑙 + 𝑑𝑐𝑙 − 𝑎𝑛

) )
≥

𝐿∑︁
𝑙=1

𝛼

3
(
𝑧𝑙 − 𝑧𝑙−1

) (
2𝑑𝑐𝑙 + 𝑎𝑐𝑙 − 𝑎𝑐1

)
,

where the first inequality follows from the dual updates in Eqs. (20)–(21), the second inequality relies on
the definition of 𝑐𝑙 and C𝑙 (under which 𝑑 𝑗 ≤ 𝑑𝑐𝑙 and 𝑎 𝑗 + 𝑑 𝑗 ≥ 𝑎𝑐𝑙 + 𝑑𝑐𝑙 for each 𝑗 ∈ C𝑙 ), and the last
inequality follows from the definition of the values {𝑧𝑙 }𝑙∈[𝐿] , taking 𝑧0 = 0.

Define the sequence {𝑧′
𝑙
}𝑙∈[𝐿] recursively as follows:

𝑧′𝐿 = 𝑧𝐿,

𝑧′
𝑙
=


𝑧𝑙 , if

(
𝑑𝑐𝑙+1 + 𝑎𝑐𝑙+1

)
−

(
𝑑𝑐𝑙 + 𝑎𝑐𝑙

)
≥ 𝜙

(
𝑧′
𝑙+1

)
− 𝜙

(
𝑧𝑙

)
,

𝜙∗
(
𝜙
(
𝑧′
𝑙+1

)
−

[ (
𝑑𝑐𝑙+1 + 𝑎𝑐𝑙+1

)
−

(
𝑑𝑐𝑙 + 𝑎𝑐𝑙

) ] )
, otherwise,

∀𝑙 ∈ [𝐿 − 1] .

Then, we have the following lemma.

Lemma 8. From the definition of the sequence {𝑧′
𝑙
}𝑙∈[𝐿] , for each 𝑙 ∈ {1, . . . , 𝐿}, we have

𝑑𝑐𝑙 ≥ 𝜙
(
𝑧′
𝑙

)
.

Moreover,

𝐿∑︁
𝑙=1

𝛼

3
(
𝑧𝑙 − 𝑧𝑙−1

) (
2𝑑𝑐𝑙 + 𝑎𝑐𝑙 − 𝑎𝑐1 − 𝑑𝑐1

)
≥ 𝛼

3
· 𝑧′1𝜙 (𝑧′1) +

𝐿∑︁
𝑙=2

(
𝑧′
𝑙
− 𝑧′

𝑙−1
) (
𝑑𝑐𝑙 + 𝑎𝑐𝑙 + 𝑑𝑐𝑙 − 𝑎𝑐1 − 𝑑𝑐1

)
. (23)
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Proof. We prove the two parts of this lemma separately.
Part-I (Proof of 𝑑𝑐𝑙 ≥ 𝜙 (𝑧′

𝑙
)). We show 𝑑𝑐𝑙 ≥ 𝜙

(
𝑧′
𝑙

)
by induction on 𝐿. For the base case 𝐿 = 1:

𝑧′1 = 𝑧1,

and by the definition of 𝑧1, the probabilistic utilization level of item 𝑖 at the arrival of request 𝑐1 is at least
𝑧1. Since 𝑥𝑐1 ≠ 0, it follows that

𝑑𝑐1 ≥ 𝜙
(
𝑧1

)
= 𝜙

(
𝑧′1

)
.

Assume the statement holds for any number of requests in the set {𝑐𝑙 }𝑙∈[𝐿] up to 𝑀 − 1. We prove it
for 𝐿 = 𝑀 . By the same argument as in the base case, we have

𝑑𝑐𝑀 ≥ 𝜙
(
𝑧𝑀

)
= 𝜙

(
𝑧′𝑀

)
.

If 𝑧′
𝑀−1 = 𝑧𝑀−1, then by the definition of 𝑧𝑀−1, we immediately get

𝜙
(
𝑧′𝑀−1

)
≤ 𝑑𝑐𝑀−1 .

Otherwise, suppose (
𝑑𝑐𝑀 + 𝑎𝑐𝑀

)
−

(
𝑑𝑐𝑀−1 + 𝑎𝑐𝑀−1

)
< 𝜙

(
𝑧′𝑀

)
− 𝜙

(
𝑧𝑀−1

)
.

From the definition of 𝑧′
𝑀−1, we have

𝜙
(
𝑧′𝑀−1

)
= 𝜙

(
𝑧′𝑀

)
−

[ (
𝑑𝑐𝑀 + 𝑎𝑐𝑀

)
−

(
𝑑𝑐𝑀−1 + 𝑎𝑐𝑀−1

) ]
.

Since 𝜙
(
𝑧′
𝑀

)
≤ 𝑑𝑐𝑀 and 𝑎𝑐𝑀−1 < 𝑎𝑐𝑀 (by the definition of 𝑐𝑙 ), it follows that

𝜙
(
𝑧′𝑀−1

)
≤

[
𝜙 (𝑧′𝑀 ) − 𝑑𝑐𝑀

]
+

[
𝑎𝑐𝑀−1 − 𝑎𝑐𝑀

]
+ 𝑑𝑐𝑀−1 ≤ 𝑑𝑐𝑀−1 .

For the remaining inequalities, for each 𝑙 ∈ {1, . . . , 𝑀 − 2}, the induction hypothesis applies to the set of
values {𝑧1, . . . , 𝑧𝑀−2} ∪ {𝑧′𝑀−1}, ensuring that 𝜙

(
𝑧′
𝑙

)
≤ 𝑑𝑐𝑙 for all 𝑙 ∈ {1, . . . , 𝑀 − 1}.

Part-II (Proof of Eq.(23)). We again use induction on 𝐿 to prove

𝐿∑︁
𝑙=1

𝛼

3
(
𝑧𝑙 − 𝑧𝑙−1

) (
2𝑑𝑐𝑙 + 𝑎𝑐𝑙 − 𝑎𝑐1 − 𝑑𝑐1

)
≥ 𝛼

3
𝑧′1𝜙 (𝑧′1) +

𝐿∑︁
𝑙=2

(
𝑧′
𝑙
− 𝑧′

𝑙−1
) (
𝑑𝑐𝑙 + 𝑎𝑐𝑙 + 𝑑𝑐𝑙 − 𝑎𝑐1 − 𝑑𝑐1

)
.

For 𝐿 = 1, the statement is trivial since 𝑧1 = 𝑧′1. Assume it holds for all sequences {𝑧′
𝑙
} of length 𝐿 − 1. We

prove it for 𝐿.
From the definition of 𝑧′

𝐿−1, we have 𝑧
′
𝐿−1 ≥ 𝑧𝐿−1. Thus, we will have the following two cases:

Case 1: 𝑧′
𝐿−1 > 𝑧𝐿−1. By the induction hypothesis, for the sequence {𝑧1, . . . , 𝑧𝐿−2} ∪ {𝑧′𝐿−1}, we have

𝐿−2∑︁
𝑙=1

𝛼

3
(
𝑧𝑙 − 𝑧𝑙−1

) (
2𝑑𝑐𝑙 + 𝑎𝑐𝑙 − 𝑎𝑐1

)
+ 𝛼
3
(
𝑧′𝐿−1 − 𝑧𝐿−2

) (
2𝑑𝑐𝐿−1 + 𝑎𝑐𝐿−1 − 𝑎𝑐1 − 𝑑𝑐1

)
≥𝛼
3
𝑧′1𝑑𝑐1 +

𝐿−1∑︁
𝑙=2

(
𝑧′
𝑙
− 𝑧′

𝑙−1
) (
2𝑑𝑐𝑙 + 𝑎𝑐𝑙 − 𝑎𝑐1 − 𝑑𝑐1

)
.
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Next, we add the term 𝛼
3
(
𝑧′
𝐿−1 − 𝑧𝐿−2

) (
2𝑑𝑐𝐿−1 + 𝑎𝑐𝐿−1 − 𝑎𝑛

)
to both sides of above inequality.

𝐿−2∑︁
𝑙=1

𝛼

3
(
𝑧𝑙 − 𝑧𝑙−1

) (
2𝑑𝑐𝑙 + 𝑎𝑐𝑙 − 𝑎𝑐1

)
+ 𝛼
3
(
𝑧′𝐿−1 − 𝑧𝐿−2

) (
2𝑑𝑐𝑙 + 𝑎𝑐𝑙 − 𝑎𝑐1 − 𝑑𝑐1

)
+

𝛼

3
(
𝑧𝐿 − 𝑧′𝐿−1

) (
2𝑑𝑐𝑙 + 𝑎𝑐𝑙 − 𝑎𝑐1 − 𝑑𝑐1

)
≥𝛼
3
· 𝑧′1 · 𝑑𝑐1 +

𝐿∑︁
𝑙=2
(𝑧′

𝑙
− 𝑧′

𝑙−1) ·
(
2𝑑𝑐𝑙 + 𝑎𝑐𝑙 − 𝑎𝑐1 − 𝑑𝑐1

)
.

Next, we will upper-bound the left-hand-size of the above inequality as follows:

𝐿−2∑︁
𝑙=1

𝛼

3
(
𝑧𝑙 − 𝑧𝑙−1

) (
2𝑑𝑐𝑙 + 𝑎𝑐𝑙 − 𝑎𝑐1 − 𝑑𝑐1

)
+ 𝛼
3
(
𝑧′𝐿−1 − 𝑧𝐿−2

) (
2𝑑𝑐𝐿−1 + 𝑎𝑐𝐿−1 − 𝑎𝑐1 − 𝑑𝑐1

)
+

𝛼

3
(
𝑧𝐿 − 𝑧′𝐿−1

) (
2𝑑𝑐𝐿 + 𝑎𝑐𝐿 − 𝑎𝑐1 − 𝑑𝑐1

)
)

≤
𝐿−2∑︁
𝑙=1

𝛼

3
(
𝑧𝑙 − 𝑧𝑙−1

) (
2𝑑𝑐𝑙 + 𝑎𝑐𝑙 − 𝑎𝑐1 − 𝑑𝑐1

)
+ 𝛼
3
(
𝑧𝐿−1 − 𝑧𝐿−2

) (
2𝑑𝑐𝐿−1 + 𝑎𝑐𝐿−1 − 𝑎𝑐1 − 𝑑𝑐1

)
+

𝛼

3
(
𝑧𝐿 − 𝑧𝐿−1

) (
2𝑑𝑐𝐿 + 𝑎𝑐𝐿 − 𝑎𝑐1 − 𝑑𝑐1

)
)

=

𝐿∑︁
𝑙=1

𝛼

3
(
𝑧𝑙 − 𝑧𝑙−1

) (
2𝑑𝑐𝑙 + 𝑎𝑐𝑙 − 𝑎𝑐1 − 𝑑𝑐1

)
,

where the inequality follows since
(
2𝑑𝑐𝐿−1 + 𝑎𝑐𝐿−1 − 𝑎𝑐1 − 𝑑𝑐1

)
≤

(
2𝑑𝑐𝐿 + 𝑎𝑐𝐿 − 𝑎𝑐1 − 𝑑𝑐1

)
. Thus in this case

the inequality in Eq. (23) follows.
Case 2: 𝑧′

𝐿−1 = 𝑧𝐿−1. In this scenario, the inequality follows by the same reasoning as previous steps.
This completes the proof of Eq. (23). Thus, we complete the proof of the lemma. □

Returning to the point where we left off, we have:∑︁
𝑗∈𝐶 (𝑖 )𝑛

Δ( 𝑗 )
Λ(𝑖 )𝑛

≥
𝐿∑︁
𝑙=1

𝛼

3
(
𝑧𝑙 − 𝑧𝑙−1

) (
𝑑𝑐𝑙 + 𝑎𝑐𝑙 + 𝑑𝑐𝑙 − 𝑎𝑐1 − 𝑑𝑐1

)
≥ 𝛼

3

[
𝑧′1𝜙 (𝑧′1) +

𝐿∑︁
𝑙=2

(
𝑧′
𝑙
− 𝑧′

𝑙−1
) (
𝑑𝑐𝑙 + 𝑎𝑐𝑙 + 𝑑𝑐𝑙 − 𝑎𝑐1 − 𝑑𝑐1

) ]
≥ 𝛼

3

[
𝑧′1𝜙 (𝑧′1) +

𝐿∑︁
𝑙=2

(
𝑧′
𝑙
− 𝑧′

𝑙−1
) (
2𝜙 (𝑧′

𝑙
) − 𝜙 (𝑧′1)

) ]
≥ 𝛼

3

[
𝑧′1𝜙 (𝑧′1) +

∫ 𝑧′
𝐿

𝜂=𝑧′1

(
2𝜙 (𝜂) − 𝜙 (𝑧′1)

)
𝑑𝜂

]
=
2𝛼
3
𝑧′1𝜙 (𝑧′1) −

𝛼

3
𝑧′𝐿𝜙 (𝑧′1) +

∫ 𝑧′
𝐿

𝑧′1

2𝛼
3
𝜙 (𝜂)𝑑𝜂,

where the second and third inequalities follow from Lemma 8, and the fourth inequality holds because 𝜙
is an increasing function.
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Next, we upper-bound
∑

𝑗∈𝐵 (𝑖 )𝑛 \𝐶
(𝑖 )
𝑛

Δ( 𝑗 )
Λ(𝑖 )𝑛

as follows:∑︁
𝑗∈𝐵 (𝑖 )𝑛 \𝐶

(𝑖 )
𝑛

Δ( 𝑗 )
Λ(𝑖 )𝑛

≥ 𝛼

3
𝑑𝑛 max

{
0, 𝑦 (𝑖

∗
𝑛 )

𝑛 − 𝑧′𝐿
}
.

The above inequality holds because, for each request 𝑗 in 𝐵
(𝑖 )
𝑛 \ 𝐶 (𝑖 )𝑛 , we have 𝑎 𝑗 + 𝑑 𝑗 > 𝑎𝑛 + 𝑑𝑛 by the

definitions of 𝐵 (𝑖 )𝑛 and𝐶 (𝑖 )𝑛 . Then, from Eqs. (20)–(21), for each such 𝑗 , Δ( 𝑗 )
Λ(𝑖 )𝑛

is at least 𝛼
3𝑑𝑛𝑥 𝑗 . Furthermore,∑︁

𝑗∈𝐵 (𝑖 )𝑛 \𝐶
(𝑖 )
𝑛

𝑥 𝑗 ≥ max
{
0, 𝑦 (𝑖

∗
𝑛 )

𝑛 − 𝑧′𝐿
}
.

We move on to lower-bound the term 𝑢𝑛 . From the update rule in Eq. (19), for each request 𝑛 we have:

𝑢𝑛 ≥
𝛼

3
𝑑𝑛𝑥𝑛

≥ 𝛼

3
𝑑𝑛 max

{
0, 𝜙∗

(
𝑑𝑛

)
− 𝑦 (𝑖

∗
𝑛 )

𝑛

}
,

where the second inequality follows from the way Algorithm 4 sets the value of 𝑥𝑛 in Eq. (6).
Combining bounds obtained for the LHS of Eq. (18), we obtain

𝑢𝑛 +
𝑁∑︁
𝑗=𝑛

𝜆
(𝑖 )
𝑗
I{𝑎𝑛+𝑑𝑛>𝑎 𝑗 } ≥

𝛼

3
𝑑𝑛 max

{
0, 𝜙∗

(
𝑑𝑛

)
− 𝑦 (𝑖

∗
𝑛 )

𝑛

}
+

∑︁
𝑗∈𝐵 (𝑖 )𝑛

Δ( 𝑗 )
Λ(𝑖 )𝑛

=
𝛼

3
𝑑𝑛 max

{
0, 𝜙∗

(
𝑑𝑛

)
− 𝑦 (𝑖

∗
𝑛 )

𝑛

}
+

∑︁
𝑗∈𝐶 (𝑖 )𝑛

Δ( 𝑗 )
Λ(𝑖 )𝑛

+
∑︁

𝑗∈𝐵 (𝑖 )𝑛 \𝐶
(𝑖 )
𝑛

Δ( 𝑗 )
Λ(𝑖 )𝑛

≥ 𝛼

3
𝑑𝑛 max

{
0, 𝜙∗

(
𝑑𝑛

)
− 𝑦 (𝑖

∗
𝑛 )

𝑛

}
+ 2𝛼

3
𝑧′1𝜙

(
𝑧′1

)
− 𝛼

3
𝑧′𝐿𝜙

(
𝑧′1

)
+

∫ 𝑧′
𝐿

𝑧′1

2𝛼
3
𝜙 (𝜂)𝑑𝜂 + 𝛼

3
𝑑𝑛 max

{
0, 𝑦 (𝑖

∗
𝑛 )

𝑛 − 𝑧′𝐿
}

=
2𝛼
3
𝑧′1𝜙

(
𝑧′1

)
− 𝛼

3
𝑧′𝐿𝜙

(
𝑧′1

)
+

∫ 𝑧′
𝐿

𝑧′1

2𝛼
3
𝜙 (𝜂)𝑑𝜂

+ 𝛼
3
𝑑𝑛 max

{
0, 𝑦 (𝑖

∗
𝑛 )

𝑛 − 𝑧′𝐿
}
+ 𝛼
3
𝑑𝑛 max

{
0, 𝜙∗

(
𝑑𝑛

)
− 𝑦 (𝑖

∗
𝑛 )

𝑛

}
.

≥ 2𝛼
3
𝑧′1𝜙

(
𝑧′1

)
− 𝛼

3
𝑧′𝐿𝜙

(
𝑧′1

)
+

∫ 𝑧′
𝐿

𝑧′1

2𝛼
3
𝜙 (𝜂)𝑑𝜂

+ 𝛼
3
𝑑𝑛 max

{
0, 𝜙∗

(
𝑑𝑛

)
− 𝑧′𝐿

}
≥ 𝑑𝑛,

where the last inequality follows from the lemma given below. Consequently, we conclude that the second
set of constraints in Eq. (18) is satisfied by the design of system variables in Eqs. (19)–(21). Therefore, if
the increasing pricing function 𝜙 satisfies the system of constraints in Theorem 4, it establishes

the 𝛼-competitiveness of Algorithm 4. Thus, to complete the proof of Theorem 4, it suffices to

prove the following lemma.
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Lemma 9. If the 𝜙 function satisfy the constraints in Eqs. (7), then

2𝛼
3
𝑧′1𝜙

(
𝑧′1

)
− 𝛼

3
𝑧′𝐿𝜙

(
𝑧′1

)
+

∫ 𝑧′
𝐿

𝑧′1

2𝛼
3
𝜙 (𝜂)𝑑𝜂 + 𝛼

3
𝑑𝑛 max

{
0, 𝜙∗

(
𝑑𝑛

)
− 𝑧′𝐿

}
≥ 𝑑𝑛,

∀𝑑𝑛 ∈ [𝑑min, 𝑑max], 𝑧′1 ∈
(
0, 𝑧′𝐿

]
, 𝑧′𝐿 ∈

(
0, 𝜙∗(𝑑𝑚𝑖𝑛)

]
.

Proof. Let us denote the left-hand side of the above inequality by

𝔏(𝑧′1, 𝑧′𝐿, 𝑑𝑛),

which is a function of 𝑧′1, 𝑧
′
𝐿
, and 𝑑𝑛 . We are going to prove that

𝔏(𝑧′1, 𝑧′𝐿, 𝑑𝑛) ≥ min
{
𝔏

(𝑧′
𝐿

2
, 𝑧′𝐿, 𝑑𝑛

)
, 𝔏(𝑧′𝐿, 𝑧′𝐿, 𝑑𝑛)

}
.

Step 1: Find the critical point in the interior. Fix 𝑧′
𝐿
and 𝑑𝑛 and differentiate 𝐿 with respect to 𝑧′1. A

straightforward calculation shows

𝜕𝔏

𝜕𝑧′1
=
𝛼

3
𝜙 ′(𝑧′1)

(
2𝑧′1 − 𝑧′𝐿

)
.

Since 𝜙 ′(𝑧′1) ≠ 0, setting this derivative to zero forces

𝑧′1 =
𝑧′
𝐿

2
.

A direct substitution 𝑧′1 =
𝑧′
𝐿

2 simplifies the first two terms and yields

𝔏

(𝑧′
𝐿

2
, 𝑧′𝐿, 𝑑𝑛

)
=

∫ 𝑧′
𝐿

𝑧′
𝐿
/2

2𝛼
3
𝜙 (𝜂)𝑑𝜂 + 𝛼

3
𝑑𝑛 max{0, 𝜙∗(𝑑𝑛) − 𝑧′𝐿}.

Step 2: Evaluate 𝔏 on the boundary plane where 𝑧′1 = 𝑧′
𝐿
. When 𝑧′1 = 𝑧′

𝐿
, the integral term vanishes. One

obtains

𝔏(𝑧′𝐿, 𝑧′𝐿, 𝑑𝑛) =
𝛼

3
𝑧′𝐿𝜙 (𝑧′𝐿) +

𝛼

3
𝑑𝑛 max{0, 𝜙∗(𝑑𝑛) − 𝑧′𝐿}.

This can be written as
𝛼

3
𝑑𝑛𝜙

∗(𝑑𝑛) −
𝛼

3
𝑧′𝐿

(
𝑑𝑛 − 𝜙 (𝑧′𝐿)

)
for values of 𝑧′

𝐿
≤ 𝜙∗(𝑑𝑛).

Step 3: Evaluate 𝔏 on the boundary plane where 𝑧′1 converges to zero. It can be verified that 𝔏(𝑧′1, 𝑧′𝐿, 𝑑𝑛)
is lower-bounded by 𝐿(𝑧′

𝐿
/2, 𝑧′

𝐿
, 𝑑𝑛), as 𝑧′1 converges to zero, as follows:

𝔏(0, 𝑧′𝐿, 𝑑𝑛) =
∫ 𝑧′

𝐿

0

2𝛼
3
𝜙 (𝜂)𝑑𝜂 + 𝛼

3
𝑑𝑛 max

{
0, 𝜙∗

(
𝑑𝑛

)
− 𝑧′𝐿

}
− 𝛼

3
𝑧′𝐿𝜙

(
𝑧′1

)
≥

∫ 𝑧′
𝐿

𝑧′
𝐿
/2

2𝛼
3
𝜙 (𝜂)𝑑𝜂 + 𝛼

3
𝑑𝑛 max

{
0, 𝜙∗

(
𝑑𝑛

)
− 𝑧′𝐿

}
= 𝐿(𝑧′𝐿/2, 𝑧′𝐿, 𝑑𝑛),

where the inequality follows from the fact that 𝜙 function is increasing.
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Putting together the above results, in the above three steps, since a continuous function on a closed
interval attains its minimum either at a critical point or on the boundary, for each fixed 𝑧′

𝐿
and 𝑑𝑛 we have

𝔏(𝑧′1, 𝑧′𝐿, 𝑑𝑛) ≥ min
{
𝔏

(𝑧′
𝐿

2
, 𝑧′𝐿, 𝑑𝑛

)
, 𝔏(𝑧′𝐿, 𝑧′𝐿, 𝑑𝑛)

}
= min

{
𝛼

3
𝑑𝑛𝜙

∗(𝑑𝑛) −
𝛼

3
𝑧′𝐿

(
𝑑𝑛 − 𝜙 (𝑧′𝐿)

)
,∫ 𝑧′

𝐿

𝑧′
𝐿
/2

2𝛼
3
𝜙 (𝜂)𝑑𝜂 + 𝛼

3
𝑑𝑛 max{0, 𝜙∗(𝑑𝑛) − 𝑧′𝐿}

}
≥ 𝑑𝑛,

where the last inequality follows from the constraints in Eqs. (7). This completes the proof. □

G Proof of Order-Optimality of Algorithm 4

In the following corollary, we present an analytical design of 𝜙 that satisfies the system of constraints in
Theorem 4. Although this design is not the optimal design that satisfies the set of constraints in Theorem 4,
it is sufficient to obtain the order optimality of Algorithm 4.

Corollary 1. dop-𝜙-variable is 3 ·
(
1+ ln

(𝑑max
𝑑min

) )
-competitive for the kRental-Variable problem if the pricing

function 𝜙 is designed as:

𝜙 (𝑦) = 𝑑min · exp
( [
1 + ln

(𝑑max

𝑑min

)]
· 𝑦 − 1

)
, ∀𝑦 ∈ [0, 1] .

Proof. We now prove that for the given design of the 𝜙 function, the constraints in Theorem 4 (see Eqs. (7))
are satisfied when

𝛼 = 3 ·
(
1 + ln 𝑑max

𝑑min

)
.

Proof for the first inequality of Eq. (7). The left-hand side of Eq. (7) can be lower-bounded as follows:∫ 2𝑦1

𝜂=𝑦1

2𝛼
3
𝜙 (𝜂)𝑑𝜂 + 𝛼

3
𝑑𝑛

(
𝜙∗(𝑑𝑛) − 2𝑦1

)
≥

∫ 2𝑦1

𝜂=0

𝛼

3
𝜙 (𝜂)𝑑𝜂 + 𝛼

3
𝑑𝑛

(
𝜙∗(𝑑𝑛) − 2𝑦1

)
≥

∫ 𝜙∗ (𝑑𝑛 )

𝜂=0

𝛼

3
𝜙 (𝜂)𝑑𝜂

≥𝑑𝑛,

where the first and second inequality follows because 𝜙 is an increasing function. The final inequality is a
consequence of the specific design of the 𝜙 function stated in the corollary.
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Proof for the second inequality of Eq. (7). The left-hand side of the second inequality of Eq. (7) can be
lower-bounded as:

𝛼

3
𝑑𝑛𝜙

∗(𝑑𝑛) −
𝛼

3
𝑦2

(
𝑑𝑛 − 𝜙 (𝑦2)

)
=
𝛼

3
𝑦2𝜙 (𝑦2) +

𝛼

3
𝑑𝑛

(
𝜙∗(𝑑𝑛) − 𝑦2

)
≥

∫ 𝜙∗ (𝑑𝑛 )

𝜂=0

𝛼

3
𝜙 (𝜂)𝑑𝜂

≥𝑑𝑛,

where the equality is obtained by rearranging the terms. The first inequality follows from the increasing
nature of 𝜙 and the corresponding definitions of 𝑦2 and 𝜙∗(𝑑𝑛). The final inequality is ensured by the
design of the 𝜙 function provided in the corollary.

Since the proposed design for the 𝜙 function satisfies both sets of constraints, it follows that Algo-
rithm 4 obtains the competitive ratio of 3 ·

(
1 + ln 𝑑max

𝑑min

)
for the given design in the corollary. □

Next, we prove the following lower bound on the competitiveness of any online algorithm for the
kRental-Variable problem.

Proposition 5 (Lower Bound of kRental-Variable). Under Assumption 2, no online algorithm, deterministic

or randomized, can obtain a competitive ratio better than 1 + ln
(
𝑑max
𝑑min

)
for the kRental-Variable problem.

Proof. Following the same proof structure as in [29] for the online selection problem, we can prove the
lower bound 1+ln

(𝑑max
𝑑min

)
on the competitiveness of every online algorithm for the kRental-Variable problem.

Based on Corollary 1, we can then claim that Algorithm 4 is order-optimal.
We design a set of hard instances for the kRental-Variable problem similar to [29]. LetA(𝑘,𝑑) denote

a batch of 𝑘 identical requests, each with a rental duration request 𝑑 (with 𝑑 ∈ [𝑑min, 𝑑max]). Divide the
uncertainty range [𝑑min, 𝑑max] into𝑚 − 1 sub-ranges of equal length

Δ𝑑 =
𝑑max − 𝑑min

𝑚 − 1 .

Let D := {𝑑𝑖}𝑖∈[𝑚] , where 𝑑𝑖 = 𝑑min + (𝑖 − 1)Δ𝑑 for 𝑖 ∈ [𝑚]. Define an instance

𝐼𝑑𝑖 := A(𝑘, 𝑑1) ⊕ A(𝑘,𝑑2) ⊕ · · · ⊕ A(𝑘,𝑑𝑖),

which consists of a sequence of request batches with increasing rental duration requests, arriving in an
arbitrarily short interval one after the other (here, A(𝑘,𝑑𝑖) ⊕ A(𝑘, 𝑑 𝑗 ) denotes a batch A(𝑘, 𝑑𝑖) followed
by a batch A(𝑘, 𝑑 𝑗 )). In this construction, all requests—from the first batch with valuation 𝑑1 to the last
batch with valuation 𝑑𝑚—arrive within a short time interval [0, 𝜖], where 𝜖 is a small constant satisfying
𝜖 < 𝑑min.

We consider the collection {𝐼𝑑𝑖 }𝑖∈[𝑚] as a family of hard instances for the kRental-Variable problem.
Using the same proof structure as those of [29], we derive the optimal competitive ratio that any online
algorithm can achieve on these hard instances. Consequently, we establish the lower bound 1 + ln

(𝑑max
𝑑min

)
for the competitive ratio of every online algorithm in this setting. □

By the above lower bound result and Corollary 1, we argue that dop-𝜙-variable is order-optimal.
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H Numerical Computation of 𝜙 Satisfying Constraints in Theorem 4

To numerically obtain a 𝜙 function that satisfies the constraints in Theorem 4 with lowest value of 𝛼 , we
discretize the interval [0, 1] using a parameter 𝜖 ∈ (0, 1), allowing the function 𝜙 to change only at the
points {𝜖 · 𝑖}⌈1/𝜖 ⌉

𝑖=1 .
By doing so, we transform the continuous constraints of Theorem 4 into a finite system of constraints,

leading to an optimization problem with a finite number of variables and constraints. The optimal solution
for the set of variables {𝜋 (𝜖 )

𝑖
}⌈1/𝜖 ⌉
𝑖=1 in the following discretized LP provides the desired price function design

𝜙 ; specifically, the values of 𝜙 at the points {𝜖 · 𝑖}⌈1/𝜖 ⌉
𝑖=1 are defined according to the solution {𝜋 (𝜖 )

𝑖
}⌈1/𝜖 ⌉
𝑖=1 .

Proposition 6. For any given 𝜖 ∈ (0, 1), dop-𝜙-variable is 𝛼∗-competitive for the kRental-Variable problem
if the pricing function 𝜙 is designed as

𝜙 (𝑦) = 𝜋
(𝜖 )
⌈ 𝑦
𝜖
⌉, ∀𝑦 ∈ [0, 1],

where the set of prices {𝜋 (𝜖 )
𝑖
}⌈1/𝜖 ⌉
𝑖=1 and the competitive ratio parameter 𝛼∗ are the optimal solution to the

following LP
1
:

𝛼∗ = min
𝛼, {𝜋 (𝜖 )

𝑖
} ⌈1/𝜖⌉
𝑖=1

𝛼 (24a)

s.t. 𝜋
(𝜖 )
𝑖
≤ 𝜋

(𝜖 )
𝑖+1 , ∀𝑖 ∈

{
1, 2, . . . , ⌈ 1

𝜖
⌉ − 1

}
, (24b)

𝜋
(𝜖 )
1 = 𝑑min, (24c)

𝜋
(𝜖 )
⌈ 1
𝜖
⌉ ≥ 𝑑max, (24d)

2𝑖∑︁
𝑗=𝑖

2𝛼
3

(
𝜋
(𝜖 )
𝑗−1

)
𝜖 + 𝛼

3

(
𝜖 · 𝑙 − 2𝜖 · (𝑖 + 1)

)
𝜋
(𝜖 )
𝑙−1 ≥ 𝜋

(𝜖 )
𝑙

,

∀𝑖 ∈
{
1, . . . , ⌊ 𝑙2⌋

}
(24e)

𝛼

3
𝜋
(𝜖 )
𝑙−1𝜖𝑙 −

𝛼

3

(
𝜋
(𝜖 )
𝑙
− 𝜋 (𝜖 )

𝑖+1

)
𝜖 · (𝑖 + 1) ≥ 𝜋

(𝜖 )
𝑙

,

∀𝑖 ∈ {1, . . . , 𝑙}. (24f)

Proof. We need to prove that for each 𝑑𝑛 ∈
[
𝑑min, 𝑑max

]
, for all

𝑦1 ∈
[
0,
𝜙∗(𝑑𝑛)

2

]
and 𝑦2 ∈

[
0, 𝜙∗(𝑑𝑛)

]
,

the following constraints for 𝜙 are satisfied:∫ 2𝑦1

𝜂=𝑦1

2𝛼
3
𝜙 (𝜂)𝑑𝜂 + 𝛼

3
𝑑𝑛

(
𝜙∗(𝑑𝑛) − 2𝑦1

)
≥ 𝑑𝑛, (25)

𝛼

3
𝑑𝑛𝜙

∗(𝑑𝑛) −
𝛼

3
𝑦2

(
𝑑𝑛 − 𝜙 (𝑦2)

)
≥ 𝑑𝑛 . (26)

where 𝜙∗(𝑑𝑛) = sup
{
𝑥 ∈ [0, 1] | 𝜙 (𝑥) ≤ 𝑑𝑛

}
.

1Note that this LP can be solved by standard LP solvers. In addition, it is worth noting that the number of variables in the LP
grows on the order of ⌈1/𝜖⌉, while the number of constraints increases on the order of (⌈1/𝜖⌉)2. Standard techniques such as the
interior point method can be employed to solve this optimization problem efficiently.
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For any value of 𝑑𝑛 ∈ [𝑑min, 𝑑max], following the design of the 𝜙 function, whose value changes only
at the points {

𝜖, 2𝜖, . . . , ⌈ 1
𝜖
⌉ · 𝜖

}
,

we have 𝜙∗(𝑑𝑛) = 𝜖 ·𝑚 for some𝑚 ∈
{
1, 2, . . . , ⌈ 1

𝜖
⌉
}
because of the constraints in Eq. (24c) and Eq. (24d).

Thus, for any 𝑦1 ≤ 𝜙∗ (𝑑𝑛 )
2 = 𝜖 ·𝑚

2 , the left-hand side of the constraint in Eq. (25) can be lower-bounded
as follows: ∫ 2𝑦1

𝜂=𝑦1

2𝛼
3
𝜙 (𝜂)𝑑𝜂 + 𝛼

3
𝑑𝑛

(
𝜙∗(𝑑𝑛) − 2𝑦1

)
=

∫ 2𝑦1

𝜂=𝑦1

2𝛼
3
𝜙 (𝜂)𝑑𝜂 + 𝛼

3
𝑑𝑛

(
𝜖 ·𝑚 − 2𝑦1

)
≥

2⌊ 𝑦1
𝜖
⌋ ·𝜖∑︁

𝑗=⌊ 𝑦1
𝜖
⌋ ·𝜖

2𝛼
3

(
𝜙
(
𝜖 · 𝑗

)
− 𝜙

(
𝜖 · ( 𝑗 − 1)

) )
𝜖 + 𝛼

3
𝜙
(
𝜖 · (𝑚 − 1)

) (
𝜖 ·𝑚 − 2𝜖 ·

(
⌊𝑦1
𝜖
⌋ + 1

))
=

2𝑖 ·𝜖∑︁
𝑗=𝑖 ·𝜖

2𝛼
3

(
𝜙
(
𝜖 · 𝑗

)
− 𝜙

(
𝜖 · ( 𝑗 − 1)

) )
𝜖 + 𝛼

3
𝜙
(
𝜖 · (𝑚 − 1)

) (
𝜖 ·𝑚 − 2𝜖 · (𝑖 + 1)

)
≥𝜙

(
𝜖 ·𝑚

)
≥ 𝑑𝑛,

where 𝑖 = ⌊ 𝑦1
𝜖
⌋. The second inequality follows from some simple algebra, the third inequality follows from

the constraint in Eq. (24e) (since 𝑖 ≤ 𝑚
2 ), and the last inequality follows from the definition of 𝜙∗ and𝑚.

Thus, the first constraint in Eq. (25) is satisfied for every 𝑑𝑛 ∈ [𝑑min, 𝑑max] and every 𝑦1 ∈
[
0, 𝜙

∗ (𝑑𝑛 )
2

]
.

Next, let us prove the second inequality in Eq. (7). The LHS of that constraint can be lower-bounded
as follows:

𝛼

3
𝑑𝑛𝜙

∗(𝑑𝑛) −
𝛼

3
𝑦2

(
𝑑𝑛 − 𝜙 (𝑦2)

)
≥ 𝛼

3
𝜙 (𝜖 · (𝑚 − 1))𝜖 ·𝑚 − 𝛼

3
𝜖 ·

(
⌊𝑦2
𝜖
⌋ + 1

) (
𝜙 (𝜖 ·𝑚) − 𝜙 (⌊𝑦2

𝜖
⌋)

)
=
𝛼

3
𝜙 (𝜖 · (𝑚 − 1))𝜖 ·𝑚 − 𝛼

3
𝜖 · (𝑖 + 1)

(
𝜙 (𝜖 ·𝑚) − 𝜙 ((𝑖 + 1) · 𝜖)

)
≥ 𝜙 (𝜖 ·𝑚) ≥ 𝑑𝑛,

where 𝑖 = ⌊ 𝑦2
𝜖
⌋, the first inequality follows from simple algebra, the second inequality follows from the

constraint in Eq. (24f) (since 𝑦2 ∈ [0, 𝜙∗(𝑑𝑛)], thus 𝑖 ≤ 𝑚), and the final inequality follows from the
definition of the 𝜙 function. Thus, the constraint in Eq. (26) is satisfied for every 𝑑𝑛 ∈ [𝑑min, 𝑑max] and for
every 𝑦2 ∈

[
0, 𝜙∗(𝑑𝑛)

]
. We thus complete the proof. □

I Fractional kRental-Variable Problem

In this section, we study the kRental-Variable problem in the fractional setting, where the decision maker
can allocate a fractional portion of each unit of resource to a request. We will compete against the optimal
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clairvoyant algorithm, whose objective value OPT(𝐼 ) can be computed as follows:

max
x

∑︁
𝑛∈[𝑁 ]

𝑑𝑛 · 𝑥𝑛, (27)

𝑠 .𝑡 .
∑︁
𝑗∈[𝑛]

𝑥 𝑗 · 1{𝑑 𝑗+𝑎 𝑗>𝑎𝑛 } ≤ 𝑘, ∀𝑛 ∈ [𝑁 ], (28)

𝑥𝑛 ∈ [0, 1], ∀𝑛 ∈ [𝑁 ] . (29)

We present dop-𝜙-variable-fractional in Algorithm 5, which also adopts a utility-maximizing rule
similar to Algorithm 3 to produce fractional allocations; the key difference is that the decision for each
request now depends on the total utilization level of the entire item inventory, rather than on the state of
a single unit.

Algorithm 5: Duration Oblivious Price-based Algorithm for Fractional kRental-Variable (dop-
𝜙-variable-fractional)
1 Input: Pricing function 𝜙 : [0, 1] → [𝑑𝑚𝑖𝑛, 𝑑𝑚𝑎𝑥 ]
2 while a new request 𝑛 arrives do

3 Observe the request’s duration request, 𝑑𝑛 .
4 Compute utilization level of the inventory at the arrival of request 𝑛, where

𝑦𝑛 =

𝑛−1∑︁
𝑗=1

𝑥 𝑗 · I{ 𝑎 𝑗+𝑑 𝑗>𝑎𝑛 } (30)

5 Compute the fractional allocation 𝑥𝑛 as follows

𝑥𝑛 = argmax
𝑥∈

[
0,min{1, 𝑘−𝑦𝑛 }

] {𝑥 · 𝑑𝑛 − 𝑘 ∫ (𝑦𝑛+𝑥 )/𝑘

𝜂=𝑦𝑛/𝑘
𝜙 (𝜂) 𝑑𝜂

}
. (31)

6 Allocate the partial allocation 𝑥𝑛 to request 𝑛.
7 end

Proposition 7. dop-𝜙-variable-fractional is 𝛼-competitive for the fractional kRental-Variable problem,

provided that the price function 𝜙 is increasing and is designed to satisfy the following inequalities (parame-

terized by 𝛼) for all 𝑑𝑛 ∈
[
𝑑min, 𝑑max

]
and 𝑛 ∈ [𝑁 ]:∫ 2𝑦1

𝜂=𝑦1

𝛼 𝜙 (𝜂) 𝑑𝜂 + 𝛼
2
𝑑𝑛

(
𝜙∗(𝑑𝑛) − 2𝑦1

)
≥ 𝑑𝑛, ∀𝑦1 ∈

[
0, 𝜙∗ (𝑑𝑛 )

2

]
, (32)

𝛼

2
𝑑𝑛 𝜙

∗(𝑑𝑛) −
𝛼

2
𝑦2

(
𝑑𝑛 − 𝜙 (𝑦2)

)
≥ 𝑑𝑛, ∀𝑦2 ∈

[
0, 𝜙∗(𝑑𝑛)

]
. (33)

where 𝜙∗(𝑑𝑛) = sup𝑥∈[0,1]{𝜙 (𝑥) ≤ 𝑑𝑛}.

The proof of the above proposition is given in the following. As with Theorem 4, obtaining a closed-
form expression for the pricing function 𝜙 that minimizes 𝛼 while satisfying the constraints in the above
proposition is challenging, as it requires solving a system of delayed differential inequalities involving an
inverse term. Therefore, we adopt the same numerical approach used to construct a valid pricing function
𝜙 in Proposition 6. Specifically, we discretize the interval [0, 1] using a parameter 𝜖 ∈ (0, 1), allowing 𝜙 to
change only at the points {𝜖 · 𝑖}⌈1/𝜖 ⌉

𝑖=1 . Using this discretization, we obtain a pricing function 𝜙 that satisfies
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the constraints of Proposition 7. The competitive ratio of Algorithm 5 using this numerically constructed
pricing function as input is shown in Figure 2.

Proof of Proposition 7. The proof structure is similar to the proof of Theorem 4. Specifically, we still
adopt an online primal-dual approach to establish the competitive ratio of Algorithm 5. Consider the dual
LP corresponding to the primal LP in Eq. (5):

min
𝜆,u

∑︁
𝑛∈[𝑁 ]

𝑢𝑛 + 𝑘 ·
∑︁

𝑛∈[𝑁 ]
𝜆𝑛, (34)

s.t. 𝑢𝑛 +
𝑁∑︁
𝑗=𝑛

𝜆 𝑗 · I{𝑎𝑛+𝑑𝑛>𝑎 𝑗 } ≥ 𝑑𝑛, ∀𝑛 ∈ [𝑁 ], (35)

𝜆𝑛 ≥ 0, ∀𝑛 ∈ [𝑁 ] .

Let ALG(I) = ∑
𝑛∈[𝑁 ] 𝑑𝑛 · 𝑥𝑛 represent the expected objective value of Algorithm 5 on an instance I.

In the first step, we design a feasible solution for the dual problem, denoted as {𝑢𝑛, 𝜆𝑛}𝑛∈[𝑁 ] , which
corresponds to the dual linear program, and define the dual objective

𝐷 =
∑︁

𝑛∈[𝑁 ]
𝑢𝑛 + 𝑘 ·

∑︁
𝑛∈[𝑁 ]

𝜆𝑛 .

We first establish that for the designed dual solution we have𝐷 = 𝛼 ·ALG(I) for every instance I of the
problem. We then establish that the dual vector {𝑢𝑛, 𝜆𝑛}𝑛∈[𝑁 ] is feasible for the dual LP in Eq. (34). Thus,
the 𝛼-competitiveness of Algorithm 5 follows. Let us initialize all dual variables to zero. For each rental
request 𝑛, let 𝑥𝑛 be the fractional allocation determined by Algorithm 5. We then perform the following
updates:

𝑢𝑛 =
𝛼

2
(
𝑑𝑛 − 𝜙

(
(𝑦𝑛 + 𝑥𝑛)/𝑘

) )
𝑥𝑛, (36)

𝜆 𝑗 ← 𝜆 𝑗 +
𝛼

2
(
𝑎 𝑗+1 − 𝑎 𝑗

) 𝑥𝑛
𝑘
, ∀𝑗, 𝑛 ≤ 𝑗 < 𝜈∗𝑛, 𝑎 𝑗 < 𝑎𝑛 + 𝑑𝑛, (37)

𝜆𝜈∗𝑛 ← 𝜆𝜈∗𝑛 +
𝛼

2
(
𝑑𝑛 − (𝑎𝜈∗𝑛 − 𝑎𝑛) + 𝜙

(
(𝑦𝑛 + 𝑥𝑛)/𝑘

) ) 𝑥𝑛
𝑘
, (38)

where 𝜈∗𝑛 = max{ 𝑗 ≥ 𝑛 : 𝑎 𝑗 < 𝑎𝑛 + 𝑑𝑛 }.
Next, let Δ𝐷

𝑛 denote the increase in the dual solution objective value (Eq. (34)) after updating the
variables of the system according to Eqs. (36)–(6) for the 𝑛-th rental request. It follows directly that

Δ𝐷
𝑛 = 𝛼 𝑑𝑛𝑥𝑛 .

Summing over all requests 𝑛 ∈ [𝑁 ], we have 𝛼 · ALG(I) = 𝛼 ·∑𝑛∈[𝑁 ] 𝑑𝑛 · 𝑥𝑛 = 𝛼 · 𝐷 .

Feasibility of the dual constraints in Eq. (35). For each request 𝑛 in instance I, we show that
𝑁∑︁
𝑗=𝑛

𝜆 𝑗 · I{𝑎𝑛+𝑑𝑛>𝑎 𝑗 } + 𝑢𝑛 ≥ 𝑑𝑛 .

Let us define

Λ𝑛 =

𝑁∑︁
𝑗=𝑛

𝜆 𝑗 · I{𝑎𝑛+𝑑𝑛>𝑎 𝑗 } .
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Let us further define the set of requests 𝐵𝑛 by

𝐵𝑛 =
{
1 ≤ 𝑗 < 𝑛 | 𝑎 𝑗 + 𝑑 𝑗 > 𝑎𝑛, 𝑥 𝑗 > 0

}
. (39)

In other words, 𝐵𝑛 is the set of all requests who arrive before request𝑛, request rental intervals overlapping
the interval of request 𝑛, and have a non-zero probability of receiving unit 𝑖 .

Furthermore, define 𝐶𝑛 ⊆ 𝐵𝑛 by

𝐶𝑛 =
{
𝑗 ∈ 𝐵𝑛 | 𝑎 𝑗 + 𝑑 𝑗 < 𝑎𝑛 + 𝑑𝑛

}
.

Next, let the set of requests {𝑐𝑙 }𝑙∈[𝐿] be defined recursively such that

𝑐1 = argmin
𝑗∈𝐶𝑛

{𝑎 𝑗 + 𝑑 𝑗 },

𝑐𝑙 = argmin
𝑗∈𝐶𝑛

𝑎 𝑗>𝑎𝑐𝑙−1

{𝑎 𝑗 + 𝑑 𝑗 }, 1 < 𝑙 ≤ 𝐿.

The request 𝑐𝐿 ∈ 𝐶𝑛 is the one for which { 𝑗 ∈ 𝐶𝑛 | 𝑎 𝑗 > 𝑎𝑐𝐿 } is empty. Using the sequence of requests
{𝑐𝑙 }𝑙∈[𝐿] , we partition 𝐶𝑛 into 𝐿 sets:

C𝑙 =
{
𝑗 ∈ 𝐶𝑛 | 𝑎𝑐𝑙−1 ≤ 𝑎 𝑗 < 𝑎𝑐𝑙

}
, ∀𝑙 ∈ [𝐿] .

Furthermore, define the set of values {𝑧𝑙 }𝑙∈[𝐿] by

𝑧𝑙 =
∑︁
𝑗∈𝐶𝑛
𝑎 𝑗<𝑎𝑐𝑙

𝑥 𝑗/𝑘.

Let Δ( 𝑗 )Λ𝑛
denote the increase in Λ𝑛 after processing the rental request of request 𝑗 and updating the

variables according to Eqs. (37)–(38). From the way we perform the updates, it follows that∑︁
𝑗∈𝐶𝑛

Δ( 𝑗 )Λ𝑛
≥

𝐿∑︁
𝑙=1

∑︁
𝑗∈C𝑙

𝛼

2
𝑥 𝑗

𝑘

(
𝜙
(
(𝑦 𝑗 + 𝑥 𝑗 )/𝑘

)
+ 𝑎 𝑗 + 𝑑 𝑗 − 𝑎𝑛

)
≥

𝐿∑︁
𝑙=1

∑︁
𝑗∈C𝑙

𝛼

2
𝑥 𝑗

𝑘

(
𝑎 𝑗 + 𝑑 𝑗 − 𝑎𝑛

)
+ 𝛼
2

∫ 𝑧𝐿

0
𝜙 (𝜂) 𝑑𝜂

≥
𝐿∑︁
𝑙=1

∑︁
𝑗∈C𝑙

𝛼

2
𝑥 𝑗

𝑘

(
𝑎𝑐𝑙 + 𝑑𝑐𝑙 − 𝑎𝑛

)
+ 𝛼
2

∫ 𝑧𝐿

0
𝜙 (𝜂) 𝑑𝜂

≥
𝐿∑︁
𝑙=1

𝛼

2
(𝑧𝑙 − 𝑧𝑙−1)

(
𝑑𝑐𝑙 + 𝑎𝑐𝑙 − 𝑎𝑐1

)
+ 𝛼
2

∫ 𝑧𝐿

0
𝜙 (𝜂) 𝑑𝜂. (40)

where the first inequality follows from the dual updates in Eqs. (37)–(38), the second inequality follows
from rearranging the terms and the fact that 𝜙 function is increasing. The third inequality relies on the
definition of 𝑐𝑙 and C𝑙 (under which 𝑑 𝑗 ≤ 𝑑𝑐𝑙 and 𝑎 𝑗 +𝑑 𝑗 ≥ 𝑎𝑐𝑙 +𝑑𝑐𝑙 for each 𝑗 ∈ C𝑙 ), and the last inequality
follows from the definition of the values {𝑧𝑙 }𝑙∈[𝐿] , taking 𝑧0 = 0.

Define the sequence {𝑧′
𝑙
}𝑙∈[𝐿] recursively as follows:

𝑧′𝐿 = 𝑧𝐿,

𝑧′
𝑙
=


𝑧𝑙 , if

(
𝑑𝑐𝑙+1 + 𝑎𝑐𝑙+1

)
−

(
𝑑𝑐𝑙 + 𝑎𝑐𝑙

)
≥ 𝜙

(
𝑧′
𝑙+1

)
− 𝜙

(
𝑧𝑙

)
,

𝜙∗
(
𝜙
(
𝑧′
𝑙+1

)
−

[ (
𝑑𝑐𝑙+1 + 𝑎𝑐𝑙+1

)
−

(
𝑑𝑐𝑙 + 𝑎𝑐𝑙

) ] )
, otherwise,

∀𝑙 ∈ [𝐿 − 1] .
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Lemma 10. From the definition of the sequence {𝑧′
𝑙
}𝑙∈[𝐿] , for each 𝑙 ∈ {1, . . . , 𝐿}, we have

𝑑𝑐𝑙 ≥ 𝜙
(
𝑧′
𝑙

)
.

Moreover,

𝐿∑︁
𝑙=1

𝛼

2
(
𝑧𝑙 − 𝑧𝑙−1

) (
𝑑𝑐𝑙 + 𝑎𝑐𝑙 − 𝑎𝑐1 − 𝑑𝑐1

)
≥ 𝛼

2
· 𝑧′1𝜙 (𝑧′1) +

𝐿∑︁
𝑙=2

(
𝑧′
𝑙
− 𝑧′

𝑙−1
) (
𝑎𝑐𝑙 + 𝑑𝑐𝑙 − 𝑎𝑐1 − 𝑑𝑐1

)
. (41)

Proof. Again, we prove the two parts of the lemma separately.
Part-I (Proof of 𝑑𝑐𝑙 ≥ 𝜙 (𝑧′

𝑙
)). We show 𝑑𝑐𝑙 ≥ 𝜙

(
𝑧′
𝑙

)
by induction on 𝐿. For the base case 𝐿 = 1:

𝑧′1 = 𝑧1,

and by the definition of 𝑧1, the probabilistic utilization level of item 𝑖 at the arrival of request 𝑐1 is at least
𝑧1. Since 𝑥𝑐1 ≠ 0, it follows that

𝑑𝑐1 ≥ 𝜙
(
𝑧1

)
= 𝜙

(
𝑧′1

)
.

Assume the statement holds for any number of requests in the set {𝑐𝑙 }𝑙∈[𝐿] up to 𝑀 − 1. We prove it
for 𝐿 = 𝑀 . By the same argument as in the base case, we have

𝑑𝑐𝑀 ≥ 𝜙
(
𝑧𝑀

)
= 𝜙

(
𝑧′𝑀

)
.

If 𝑧′
𝑀−1 = 𝑧𝑀−1, then by the definition of 𝑧𝑀−1, we immediately get

𝜙
(
𝑧′𝑀−1

)
≤ 𝑑𝑐𝑀−1 .

Otherwise, suppose (
𝑑𝑐𝑀 + 𝑎𝑐𝑀

)
−

(
𝑑𝑐𝑀−1 + 𝑎𝑐𝑀−1

)
< 𝜙

(
𝑧′𝑀

)
− 𝜙

(
𝑧𝑀−1

)
.

From the definition of 𝑧′
𝑀−1, we have

𝜙
(
𝑧′𝑀−1

)
= 𝜙

(
𝑧′𝑀

)
−

[ (
𝑑𝑐𝑀 + 𝑎𝑐𝑀

)
−

(
𝑑𝑐𝑀−1 + 𝑎𝑐𝑀−1

) ]
.

Since 𝜙
(
𝑧′
𝑀

)
≤ 𝑑𝑐𝑀 and 𝑎𝑐𝑀−1 < 𝑎𝑐𝑀 (by the definition of 𝑐𝑙 ), it follows that

𝜙
(
𝑧′𝑀−1

)
≤

[
𝜙 (𝑧′𝑀 ) − 𝑑𝑐𝑀

]
+

[
𝑎𝑐𝑀−1 − 𝑎𝑐𝑀

]
+ 𝑑𝑐𝑀−1 ≤ 𝑑𝑐𝑀−1 .

For the remaining inequalities, for each 𝑙 ∈ {1, . . . , 𝑀 − 2}, the induction hypothesis applies to the set of
values {𝑧1, . . . , 𝑧𝑀−2} ∪ {𝑧′𝑀−1}, ensuring that 𝜙

(
𝑧′
𝑙

)
≤ 𝑑𝑐𝑙 for all 𝑙 ∈ {1, . . . , 𝑀 − 1}.

Part-II (Proof of (41)). We again use induction on 𝐿 to prove

𝐿∑︁
𝑙=1

𝛼

2
(
𝑧𝑙 − 𝑧𝑙−1

) (
𝑑𝑐𝑙 + 𝑎𝑐𝑙 − 𝑎𝑐1 − 𝑑𝑐1

)
≥ 𝛼

2
𝑧′1𝜙 (𝑧′1) +

𝐿∑︁
𝑙=2

(
𝑧′
𝑙
− 𝑧′

𝑙−1
) (
𝑎𝑐𝑙 + 𝑑𝑐𝑙 − 𝑎𝑐1 − 𝑑𝑐1

)
.
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For 𝐿 = 1, the statement is trivial since 𝑧1 = 𝑧′1. Assume it holds for all sequences {𝑧′
𝑙
} of length 𝐿 − 1. We

prove it for 𝐿.
From the definition of 𝑧′

𝐿−1, we have 𝑧
′
𝐿−1 ≥ 𝑧𝐿−1. Thus, we will have the following two cases:

Case 1: 𝑧′
𝐿−1 > 𝑧𝐿−1. By the induction hypothesis, for the sequence {𝑧1, . . . , 𝑧𝐿−2} ∪ {𝑧′𝐿−1}, we have

𝐿−2∑︁
𝑙=1

𝛼

2
(
𝑧𝑙 − 𝑧𝑙−1

) (
𝑑𝑐𝑙 + 𝑎𝑐𝑙 − 𝑎𝑐1

)
+ 𝛼
2
(
𝑧′𝐿−1 − 𝑧𝐿−2

) (
𝑑𝑐𝐿−1 + 𝑎𝑐𝐿−1 − 𝑎𝑐1 − 𝑑𝑐1

)
≥𝛼
2
𝑧′1𝑑𝑐1 +

𝐿−1∑︁
𝑙=2

(
𝑧′
𝑙
− 𝑧′

𝑙−1
) (
𝑑𝑐𝑙 + 𝑎𝑐𝑙 − 𝑎𝑐1 − 𝑑𝑐1

)
.

Next, we add the term 𝛼
3
(
𝑧′
𝐿−1 − 𝑧𝐿−2

) (
𝑑𝑐𝐿−1 + 𝑎𝑐𝐿−1 − 𝑎𝑛

)
to both sides of above inequality.

𝐿−2∑︁
𝑙=1

𝛼

2
(
𝑧𝑙 − 𝑧𝑙−1

) (
𝑑𝑐𝑙 + 𝑎𝑐𝑙 − 𝑎𝑐1

)
+ 𝛼
2
(
𝑧′𝐿−1 − 𝑧𝐿−2

) (
𝑑𝑐𝑙 + 𝑎𝑐𝑙 − 𝑎𝑐1 − 𝑑𝑐1

)
+

𝛼

2
(
𝑧𝐿 − 𝑧′𝐿−1

) (
𝑑𝑐𝑙 + 𝑎𝑐𝑙 − 𝑎𝑐1 − 𝑑𝑐1

)
≥𝛼
2
· 𝑧′1 · 𝑑𝑐1 +

𝐿∑︁
𝑙=2
(𝑧′

𝑙
− 𝑧′

𝑙−1) ·
(
𝑑𝑐𝑙 + 𝑎𝑐𝑙 − 𝑎𝑐1 − 𝑑𝑐1

)
.

Next, we will upper-bound the left-hand-size of the above inequality as follows:

𝐿−2∑︁
𝑙=1

𝛼

2
(
𝑧𝑙 − 𝑧𝑙−1

) (
𝑑𝑐𝑙 + 𝑎𝑐𝑙 − 𝑎𝑐1 − 𝑑𝑐1

)
+ 𝛼
2
(
𝑧′𝐿−1 − 𝑧𝐿−2

) (
𝑑𝑐𝐿−1 + 𝑎𝑐𝐿−1 − 𝑎𝑐1 − 𝑑𝑐1

)
+

𝛼

2
(
𝑧𝐿 − 𝑧′𝐿−1

) (
𝑑𝑐𝐿 + 𝑎𝑐𝐿 − 𝑎𝑐1 − 𝑑𝑐1

)
)

≤
𝐿−2∑︁
𝑙=1

𝛼

2
(
𝑧𝑙 − 𝑧𝑙−1

) (
𝑑𝑐𝑙 + 𝑎𝑐𝑙 − 𝑎𝑐1 − 𝑑𝑐1

)
+ 𝛼
2
(
𝑧𝐿−1 − 𝑧𝐿−2

) (
𝑑𝑐𝐿−1 + 𝑎𝑐𝐿−1 − 𝑎𝑐1 − 𝑑𝑐1

)
+

𝛼

2
(
𝑧𝐿 − 𝑧𝐿−1

) (
𝑑𝑐𝐿 + 𝑎𝑐𝐿 − 𝑎𝑐1 − 𝑑𝑐1

)
)

=

𝐿∑︁
𝑙=1

𝛼

2
(
𝑧𝑙 − 𝑧𝑙−1

) (
𝑑𝑐𝑙 + 𝑎𝑐𝑙 − 𝑎𝑐1 − 𝑑𝑐1

)
,

where the inequality follows since
(
𝑑𝑐𝐿−1 + 𝑎𝑐𝐿−1 − 𝑎𝑐1 −𝑑𝑐1

)
≤

(
𝑑𝑐𝐿 + 𝑎𝑐𝐿 − 𝑎𝑐1 −𝑑𝑐1

)
. Thus in this case the

inequality in Eq. (41) follows.
Case 2: 𝑧′

𝐿−1 = 𝑧𝐿−1. In this scenario, the inequality follows by the same reasoning as previous steps.
This completes the proof of (41). □
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Returning to the point where we left off, we have:∑︁
𝑗∈𝐶 (𝑖 )𝑛

Δ( 𝑗 )
Λ(𝑖 )𝑛

≥
𝐿∑︁
𝑙=1

𝛼

2
(
𝑧𝑙 − 𝑧𝑙−1

) (
𝑎𝑐𝑙 + 𝑑𝑐𝑙 − 𝑎𝑐1 − 𝑑𝑐1

)
+ 𝛼
2

∫ 𝑧′
𝐿

𝜂=0
𝜙 (𝜂)𝑑𝜂

≥ 𝛼

2

[
𝑧′1𝜙 (𝑧′1) +

𝐿∑︁
𝑙=2

(
𝑧′
𝑙
− 𝑧′

𝑙−1
) (
𝑎𝑐𝑙 + 𝑑𝑐𝑙 − 𝑎𝑐1 − 𝑑𝑐1

) ]
+ 𝛼
2

∫ 𝑧′
𝐿

𝜂=0
𝜙 (𝜂)𝑑𝜂

≥ 𝛼

2

[
𝑧′1𝜙 (𝑧′1) +

𝐿∑︁
𝑙=2

(
𝑧′
𝑙
− 𝑧′

𝑙−1
) (
𝜙 (𝑧′

𝑙
) − 𝜙 (𝑧′1)

) ]
+ 𝛼
2

∫ 𝑧′
𝐿

𝜂=0
𝜙 (𝜂)𝑑𝜂

≥ 𝛼

2

[
𝑧′1𝜙 (𝑧′1) +

∫ 𝑧′
𝐿

𝜂=𝑧′1

(
𝜙 (𝜂) − 𝜙 (𝑧′1)

)
𝑑𝜂

]
+ 𝛼
2

∫ 𝑧′
𝐿

𝜂=0
𝜙 (𝜂)𝑑𝜂

≥ 𝛼𝑧′1𝜙 (𝑧′1) −
𝛼

2
𝑧′𝐿𝜙 (𝑧′1) +

∫ 𝑧′
𝐿

𝑧′1

𝛼𝜙 (𝜂)𝑑𝜂,

where the second and third inequalities follow from Lemma 10, and the fourth inequality holds because 𝜙
is an increasing function.

Next, we lower-bound
∑

𝑗∈𝐵𝑛\𝐶𝑛
Δ( 𝑗 )Λ𝑛

as follows:∑︁
𝑗∈𝐵𝑛\𝐶𝑛

Δ( 𝑗 )Λ𝑛
≥ 𝛼

2
𝑑𝑛 max

{
0, 𝑦𝑛 − 𝑧′𝐿

}
.

The above inequality holds because, for each request 𝑗 in 𝐵𝑛\𝐶𝑛 , we have 𝑎 𝑗 +𝑑 𝑗 > 𝑎𝑛+𝑑𝑛 by the definitions
of 𝐵𝑛 and 𝐶𝑛 . Then, from Eqs. (37)–(38), for each such 𝑗 , Δ( 𝑗 )Λ𝑛

is at least 𝛼
3𝑑𝑛𝑥 𝑗 . Furthermore,∑︁

𝑗∈𝐵𝑛\𝐶𝑛

𝑥 𝑗 ≥ max
{
0, 𝑦𝑛 − 𝑧′𝐿

}
.

We proceed to lower-bound the term 𝑢𝑛 . From the update rule in Eq. (36), for each request 𝑛 we have:

𝑢𝑛 ≥
𝛼

2
(𝑑𝑛 − 𝜙 (𝑦𝑛 + 𝑥𝑛/𝑘))𝑥𝑛

Combining bounds obtained for the LHS of dual constraint in Eq. (35), we obtain

𝑢𝑛 +
𝑁∑︁
𝑗=𝑛

𝜆 𝑗 I{𝑎𝑛+𝑑𝑛>𝑎 𝑗 } ≥
𝛼

2
(
𝑑𝑛 − 𝜙

(
(𝑦𝑛 + 𝑥𝑛)/𝑘

) )
𝑥𝑛 +

∑︁
𝑗∈𝐵𝑛

Δ( 𝑗 )Λ𝑛

=
𝛼

2
(
𝑑𝑛 − 𝜙

(
(𝑦𝑛 + 𝑥𝑛)/𝑘

) )
𝑥𝑛 +

∑︁
𝑗∈𝐶𝑛

Δ( 𝑗 )Λ𝑛
+

∑︁
𝑗∈𝐵𝑛\𝐶𝑛

Δ( 𝑗 )Λ𝑛

≥ 𝛼

2
(
𝑑𝑛 − 𝜙 (𝑍 )

)
𝑥𝑛 + 𝛼𝑧′1𝜙 (𝑧′1) −

𝛼

2
𝑧′𝐿𝜙 (𝑧′1) +

∫ 𝑧′
𝐿

𝑧′1

𝛼𝜙 (𝜂) 𝑑𝜂 + 𝛼
2
𝑑𝑛 max

{
0, 𝑍 − 𝑧′𝐿

}
≥ 𝛼𝑧′1𝜙 (𝑧′1) −

𝛼

2
𝑧′𝐿𝜙 (𝑧′1) +

∫ 𝑧′
𝐿

𝑧′1

𝛼𝜙 (𝜂) 𝑑𝜂 + 𝛼
2
𝑑𝑛 max

{
0, 𝜙∗(𝑑𝑛) − 𝑧′𝐿

}
≥ 𝑑𝑛,
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where the last inequality follows from the lemma given below. Consequently, we conclude that the set of
dual constraints in Eq. (35) is satisfied for each request 𝑛 given the design of dual constraints in Eqs. (36)–
(38). Therefore, if the increasing pricing function 𝜙 satisfies the system of constraints in Propo-

sition 7, it establishes the 𝛼-competitiveness of Algorithm 5. Thus, we complete the proof of

Proposition 7 if the following lemma follows.

Lemma 11. If the 𝜙 function satisfy the constraints in Eqs. (32)–(33) then

𝛼𝑧′1𝜙 (𝑧′1) −
𝛼

2
𝑧′𝐿𝜙 (𝑧′1) +

∫ 𝑧′
𝐿

𝑧′1

𝛼𝜙 (𝜂)𝑑𝜂 + 𝛼
2
𝑑𝑛 max

{
0, 𝜙∗(𝑑𝑛) − 𝑧′𝐿

}
≥ 𝑑𝑛,

∀𝑑𝑛 ∈ [𝑑min, 𝑑max], 𝑧′1 ∈
(
0, 𝑧′𝐿

]
, 𝑧′𝐿 ∈

(
0, 𝜙∗(𝑑𝑚𝑖𝑛)

]
.

Proof. Let us denote the left-hand side of the above inequality by

𝔏(𝑧′1, 𝑧′𝐿, 𝑑𝑛),

which is a function of 𝑧′1, 𝑧
′
𝐿
, and 𝑑𝑛 . We are going to prove that

𝔏(𝑧′1, 𝑧′𝐿, 𝑑𝑛) ≥ min
{
𝔏

(𝑧′
𝐿

2
, 𝑧′𝐿, 𝑑𝑛

)
, 𝔏(𝑧′𝐿, 𝑧′𝐿, 𝑑𝑛)

}
,

for all values of 𝑧′1 ∈
(
0, 𝑧′

𝐿

]
.

Step 1: Find the critical point in the interior. Fix 𝑧′
𝐿
and 𝑑𝑛 and differentiate 𝐿 with respect to 𝑧′1. A

straightforward calculation shows

𝜕𝔏

𝜕𝑧′1
=
𝛼

2
𝜙 ′(𝑧′1)

(
2𝑧′1 − 𝑧′𝐿

)
.

Since 𝜙 ′(𝑧′1) ≠ 0, setting this derivative to zero forces

𝑧′1 =
𝑧′
𝐿

2
.

A direct substitution 𝑧′1 =
𝑧′
𝐿

2 simplifies the first two terms and yields

𝔏

(𝑧′
𝐿

2
, 𝑧′𝐿, 𝑑𝑛

)
=

∫ 𝑧′
𝐿

𝑧′
𝐿
/2
𝛼 · 𝜙 (𝜂)𝑑𝜂 + 𝛼

2
𝑑𝑛 max{0, 𝜙∗(𝑑𝑛) − 𝑧′𝐿}.

Step 2: Evaluate 𝔏 on the boundary plane where 𝑧′1 = 𝑧′
𝐿
. When 𝑧′1 = 𝑧′

𝐿
, the integral term vanishes. One

obtains

𝔏(𝑧′𝐿, 𝑧′𝐿, 𝑑𝑛) =
𝛼

2
𝑧′𝐿𝜙 (𝑧′𝐿) +

𝛼

2
𝑑𝑛 max{0, 𝜙∗(𝑑𝑛) − 𝑧′𝐿}.

This can be written as
𝛼

2
𝑑𝑛𝜙

∗(𝑑𝑛) −
𝛼

2
𝑧′𝐿

(
𝑑𝑛 − 𝜙 (𝑧′𝐿)

)
for values of 𝑧′

𝐿
≤ 𝜙∗(𝑑𝑛).
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Step 3: Evaluate 𝔏 on the boundary plane where 𝑧′1 converges to zero. It can be verified that 𝔏(𝑧′1, 𝑧′𝐿, 𝑑𝑛)
is lower-bounded by 𝐿(𝑧′

𝐿
/2, 𝑧′

𝐿
, 𝑑𝑛), as 𝑧′1 converges to zero, as follows:

𝔏(0, 𝑧′𝐿, 𝑑𝑛) =
∫ 𝑧′

𝐿

0
𝛼 · 𝜙 (𝜂)𝑑𝜂 + 𝛼

2
𝑑𝑛 max

{
0, 𝜙∗

(
𝑑𝑛

)
− 𝑧′𝐿

}
− 𝛼

2
𝑧′𝐿𝜙

(
𝑧′1

)
≥

∫ 𝑧′
𝐿

𝑧′
𝐿
/2
𝛼 · 𝜙 (𝜂)𝑑𝜂 + 𝛼

2
𝑑𝑛 max

{
0, 𝜙∗

(
𝑑𝑛

)
− 𝑧′𝐿

}
= 𝐿(𝑧′𝐿/2, 𝑧′𝐿, 𝑑𝑛),

where the inequality follows from the fact that 𝜙 function is increasing.
Putting together the above results, in the above three steps, since a continuous function on a closed

interval attains its minimum either at a critical point or on the boundary, for each fixed 𝑧′
𝐿
and 𝑑𝑛 we have

𝔏(𝑧′1, 𝑧′𝐿, 𝑑𝑛) ≥ min
{
𝔏

(𝑧′
𝐿

2
, 𝑧′𝐿, 𝑑𝑛

)
, 𝔏(𝑧′𝐿, 𝑧′𝐿, 𝑑𝑛)

}
= min

{
𝛼

2
𝑑𝑛𝜙

∗(𝑑𝑛) −
𝛼

2
𝑧′𝐿

(
𝑑𝑛 − 𝜙 (𝑧′𝐿)

)
,∫ 𝑧′

𝐿

𝑧′
𝐿
/2
𝛼 · 𝜙 (𝜂)𝑑𝜂 + 𝛼

2
𝑑𝑛 max{0, 𝜙∗(𝑑𝑛) − 𝑧′𝐿}

}
≥ 𝑑𝑛,

where the last inequality follows from the constraints in Eq. (32) and Eq. (33). This completes the proof of
the lemma. □

J Connection to the Results of [6]

In the following, building on the techniques from [6], we reproduce their result for the fractional version
of the kRental-Variable problem using our pseudo-utility maximization approach. We focus on a special
case in which rental durations are restricted to integer values and requests arrive at discrete time steps.
Accordingly, for each request𝑛, we define its rental period as T𝑛 := {𝑎𝑛, 𝑎𝑛+1, . . . , 𝑎𝑛+𝑑𝑛−1}. Furthermore,
we make the following assumption where:

Assumption 3. The rental duration of each request𝑛,𝑑𝑛 is integral and bounded, i.e.,𝑑𝑛 ∈ {1, 2, . . . , 𝑑max},∀𝑛 ∈
[𝑁 ].

In their work, they consider a parametrized pricing function in the following form

𝜙 (𝑦) = 𝜂 (𝛽
𝑦

𝑘 − 1), 𝑦 ∈ [0, 𝑘], (42)

where 𝜂 > 0 and 𝛽 ≥ 𝑒 are two parameters to be determined.
We propose Algorithm 6 below, which is also referred to as online forward looking price-based algo-

rithm, flp-𝜙-variable.
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Algorithm 6: flp-𝜙-variable for Fractional kRental-Variable
1 Input: Pricing function 𝜙 (·)
2 Initialization: Set utilization 𝑦 (0)𝑡 = 0 for all 𝑡 .
3 while item 𝑛 arrives do

4 Observe item 𝑛’s request (𝑎𝑛, 𝑑𝑛).
5 Determine 𝑥𝑛 by solving the pseudo-utility maximization problem:

𝑥𝑛 = argmax
𝑥∈[0,1]

{
𝑥 · 𝑑𝑛 −

∑︁
𝑡 ∈T𝑛

∫ 𝑦
(𝑛−1)
𝑡 +𝑥

𝑦
(𝑛−1)
𝑡

𝜙 (𝑢) 𝑑𝑢
}
. (43)

6 Update the utilization profile:

𝑦
(𝑛)
𝑡 =

{
𝑦
(𝑛−1)
𝑡 + 𝑥𝑛 if 𝑡 ∈ T𝑛,

𝑦
(𝑛−1)
𝑡 otherwise.

7 end

Similar to Algorithm 4, flp-𝜙-variable employs a pricing function 𝜙 to determine the fractional allo-
cation 𝑥𝑛 for each arriving request 𝑛. However, it is important to highlight two key differences between
Algorithm 6 and Algorithm 4.

• Duration-dependent vs Duration-oblivious. It is evident that the pseudo-utility maximization
problem in Eq. (43) accounts for the item’s utilization over the entire duration T𝑛 of request 𝑛. Con-
sequently, the pseudo-cost is explicitly duration-dependent. This is in sharp contrast to the duration-
oblivious nature of Algorithm 4, introduced in Section 4 for the kRental-Variable problem, which
considers only the item’s utilization at the arrival time of each request 𝑛.

• Different design principles to ensure feasibility. In flp-𝜙-variable, the online decision is solely
determined by the pseudo-utility maximization problem, with no additional mechanism to explicitly
enforce capacity constraints. This represents another key difference between the design principles
of Algorithm 6 and Algorithm 4. Intuitively, if the pricing function is designed to be sufficiently steep
(i.e., with large enough 𝜂 and 𝛽), the feasibility of the online solution can be guaranteed. However,
increasing 𝜂 and 𝛽 also leads to a larger competitive ratio, which is undesirable. Lemma 12 provides
a tighter condition on 𝜂 and 𝛽 to ensure the feasibility of flp-𝜙-variable.

Lemma 12. flp-𝜙-variable is (1 +𝜂) ln(𝛽)-competitive and generates feasible online solutions, with respect

to the resource constraint, if the parameters of the pricing function satisfies

ln 𝛽 ≥ − ln ©­«
∏

𝑖∈[𝑑max ]
(1 − 1

𝑖 (1 + 𝜂) )
ª®¬ . (44)

Proof. In the following, we first prove that flp-𝜙-variable generates a feasible solution and then we prove
the competitive ratio of the algorithm.

Feasibility of flp-𝜙-variable. We only need to show that after processing each request 𝑛, the uti-
lization at the arrival time 𝑎𝑛 is no larger than 𝑘 , i.e., 𝑦 (𝑛)𝑎𝑛 ≤ 𝑘,∀𝑛 ∈ [𝑁 ] since 𝑦 (𝑛)𝑎𝑛 is the largest utilization
over time after processing each request 𝑛 in the online 𝑘-rental problem. To show this, we prove a stronger
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claim that after processing request 𝑛, the utilization difference between two time slots 𝑎𝑛 + 𝜏 and 𝑎𝑛 + 𝑑 is
upper bounded as follows

𝑦
(𝑛)
𝑎𝑛+𝜏 − 𝑦

(𝑛)
𝑎𝑛+𝑑 ≤ −

𝑘

ln 𝛽
ln ©­«

∏
𝑖∈[𝑑−𝜏 ]

(1 − 1
𝑖 (1 + 𝜂) )

ª®¬ , 0 ≤ 𝜏 ≤ 𝑑. (45)

Since the rental period of an item is at most 𝑑max, we have 𝑦 (𝑛)𝑎𝑛+𝑑max
= 0. If the above claim in Eq. (45) and

the condition in Eq. (44) both hold, we can show the online solution is feasible by noting

𝑦
(𝑛)
𝑎𝑛 = 𝑦

(𝑛)
𝑎𝑛 − 𝑦

(𝑛)
𝑎𝑛+𝑑max

≤ − 𝑘

ln 𝛽
ln ©­«

∏
𝑖∈[𝑑max ]

(1 − 1
𝑖 (1 + 𝜂) )

ª®¬ ≤ 𝑘,

where the first and second inequalities are due to Eqs. (45) and (44), respectively.
Next, we prove the claim in Eq. (45) by induction. We refer to the processing of request 𝑛 as step 𝑛. In

the base case when 𝑛 = 0, the initial utilization of all slots is 𝑦 (0)𝑡 = 0,∀𝑡 ∈ [𝑇 ], and the claim holds. Now
suppose the claim holds in step 𝑛 − 1. Consider the following cases.

Case I. Request 𝑛 is completely rejected, i.e., 𝑥𝑛 = 0. In this case, 𝑦 (𝑛−1)𝑡 = 𝑦
(𝑛)
𝑡 ,∀𝑡 ∈ [𝑇 ], and thus the

claim holds in step 𝑛.
Case II. Request 𝑛 is partially or completely accepted, i.e., 𝑥𝑛 ∈ (0, 1]. Based on the pseudo-utility

maximization in flp-𝜙-variable, we must have 𝑣𝑛 ≥
∑

𝑡 ∈T𝑛 𝜙 (𝑦
(𝑛)
𝑡 ) (if 𝑥𝑛 < 1, 𝑣𝑛 =

∑
𝑡 ∈T𝑛 𝜙 (𝑦

(𝑛)
𝑡 ); if

𝑥𝑛 = 1, 𝑣𝑛 ≥
∑

𝑡 ∈T𝑛 𝜙 (𝑦
(𝑛)
𝑡 )). Then we have

𝑑𝑛 ≥
∑︁
𝑡 ∈T𝑛

𝜙 (𝑦 (𝑛)𝑡 ) =
∑︁
𝑡 ∈T𝑛

𝜂 (𝛽
𝑦
(𝑛)
𝑡
𝑘 − 1) . (46)

Note that 𝑦 (𝑛)𝑎𝑛+𝜏 −𝑦
(𝑛)
𝑎𝑛+𝑑 = (𝑦 (𝑛−1)𝑎𝑛+𝜏 +𝑥𝑛) − (𝑦

(𝑛−1)
𝑎𝑛+𝑑 +𝑥𝑛) = 𝑦

(𝑛−1)
𝑎𝑛+𝜏 −𝑦

(𝑛−1)
𝑎𝑛+𝑑 if 𝑎𝑛 +𝜏, 𝑎𝑛 +𝑑 ∈ T𝑛 = {𝑎𝑛, . . . , 𝑎𝑛 +

𝑑𝑛 − 1} and 𝑦 (𝑛)𝑎𝑛+𝜏 −𝑦
(𝑛)
𝑎𝑛+𝑑 = 𝑦

(𝑛−1)
𝑎𝑛+𝜏 −𝑦

(𝑛−1)
𝑎𝑛+𝑑 if 𝑎𝑛 + 𝜏, 𝑎𝑛 +𝑑 ∈ {𝑎𝑛 +𝑑𝑛, . . . ,𝑇 }. In these cases, the utilization

difference between 𝑦
(𝑛)
𝑎𝑛+𝜏 and 𝑦

(𝑛)
𝑎𝑛+𝑑 is the same as the previous step, and the induction holds. Thus, the

only interesting case is when
𝑎𝑛 + 𝜏 < 𝑎𝑛 + 𝑑𝑛 ≤ 𝑎𝑛 + 𝑑,

where the utilization of slot 𝑎𝑛 +𝜏 increases due to newly leased item while the utilization of 𝑎𝑛 +𝑑 remains
unchanged.
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From Eq. (46), we can have

1
𝜂
𝑑𝑛 ≥

𝑎𝑛+𝑑𝑛−1∑︁
𝑡=𝑎𝑛

(𝛽
𝑦
(𝑛)
𝑡
𝑘 − 1) (47a)

=

𝑎𝑛+𝜏−1∑︁
𝑡=𝑎𝑛

(𝛽
𝑦
(𝑛)
𝑡
𝑘 − 1) +

𝑎𝑛+𝑑𝑛−1∑︁
𝑡=𝑎𝑛+𝜏

(𝛽
𝑦
(𝑛)
𝑡
𝑘 − 1) (47b)

≥ −𝑑𝑛 + 𝜏𝛽
𝑦
(𝑛)
𝑎𝑛+𝜏
𝑘 +

𝑎𝑛+𝑑𝑛−1∑︁
𝑡=𝑎𝑛+𝜏

𝛽
𝑦
(𝑛)
𝑡
𝑘 (47c)

≥ −𝑑𝑛 + 𝜏𝛽
𝑦
(𝑛)
𝑎𝑛+𝜏
𝑘 +

𝑎𝑛+𝑑𝑛−1∑︁
𝑡=𝑎𝑛+𝜏

𝛽

𝑦
(𝑛)
𝑎𝑛+𝜏
𝑘
+ 1
ln 𝛽 ln

(∏
𝑖∈ [𝑡−𝑎𝑛−𝜏 ] (1−

1
𝑖 (1+𝜂) )

)
(47d)

= −𝑑𝑛 + 𝛽
𝑦
(𝑛)
𝑎𝑛+𝜏
𝑘

𝜏 +
𝑑𝑛−𝜏−1∑︁
𝑡 ′=0

∏
𝑖∈[𝑡 ′ ]
(1 − 1

𝑖 (1 + 𝜂) )
 (47e)

= −𝑑𝑛 + 𝛽
𝑦
(𝑛)
𝑎𝑛+𝜏
𝑘

𝜏 +
𝑑𝑛 − 𝜏
1 − 1

1+𝜂
·

∏
𝑖∈[𝑑𝑛−𝜏 ]

(1 − 1
𝑖 (1 + 𝜂) )

 (47f)

= −𝑑𝑛 + 𝛽
𝑦
(𝑛)
𝑎𝑛+𝜏
𝑘 · 1 + 𝜂

𝜂

𝜏 ·
𝜂

1 + 𝜂 + (𝑑𝑛 − 𝜏) ·
∏

𝑖∈[𝑑𝑛−𝜏 ]
(1 − 1

𝑖 (1 + 𝜂) )
 (47g)

≥ −𝑑𝑛 + 𝛽
𝑦
(𝑛)
𝑎𝑛+𝜏
𝑘 · 1 + 𝜂

𝜂
· 𝑑𝑛 ·

∏
𝑖∈[𝑑𝑛−𝜏 ]

(1 − 1
𝑖 (1 + 𝜂) ), (47h)

which gives

𝑦
(𝑛)
𝑎𝑛+𝜏 ≤ −

𝑘

ln 𝛽
· ln

∏
𝑖∈[𝑑𝑛−𝜏 ]

(1 − 1
𝑖 (1 + 𝜂) ) .

In the above set of equations, the inequality (47c) holds since the utilization ismonotonically non-increasing
over time, and thus 𝑦 (𝑛)𝑡 ≥ 𝑦

(𝑛)
𝑎𝑛+𝜏 ,∀𝑡 = 𝑎𝑛, . . . , 𝑎𝑛 + 𝜏 − 1. The inequality (47d) is obtained by applying the

induction hypothesis, i.e., ∀𝑡 = 𝑎𝑛 + 𝜏, . . . , 𝑎𝑛 + 𝑑𝑛 − 1,

𝑦
(𝑛)
𝑡 = 𝑥𝑛 + 𝑦 (𝑛−1)𝑡 ≥ 𝑥𝑛 + 𝑦 (𝑛−1)𝑎𝑛+𝜏 +

𝑘

ln 𝛽
ln ©­«

∏
𝑖∈[𝑡−𝑎𝑛−𝜏 ]

(1 − 1
𝑖 (1 + 𝜂) )

ª®¬ .
The equality (47f) holds due to the following equation that can be shown by induction:

𝑏−1∑︁
𝑡=0

∏
𝑖∈[𝑡 ]
(1 − 𝑎

𝑖
) = 𝑏

1 − 𝑎
∏
𝑖∈[𝑏 ]
(1 − 𝑎

𝑖
),∀𝑏 ∈ N, 𝑎 ≥ 0.

The last inequality holds since
∏

𝑖∈[𝑑𝑛−𝜏 ] (1 −
1

𝑖 (1+𝜂 ) ) ≤
𝜂

1+𝜂 , where 𝑑𝑛 − 𝜏 ≥ 1.
Thus, we have

𝑦
(𝑛)
𝑎𝑛+𝜏 − 𝑦

(𝑛)
𝑎𝑛+𝑑 ≤ 𝑦

(𝑛)
𝑎𝑛+𝜏 ≤ −

𝑘

ln 𝛽
· ln

∏
𝑖∈[𝑑𝑛−𝜏 ]

(1 − 1
𝑖 (1 + 𝜂) ) ≤ −

𝑘

ln 𝛽
· ln

∏
𝑖∈[𝑑−𝜏 ]

(1 − 1
𝑖 (1 + 𝜂) ), (48)

which shows that the induction holds in step 𝑛. This completes the feasibility proof.
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Proof of (1+𝜂) ·ln(𝛽)-competitiveness of flp-𝜙-variable. We consider the following relaxed primal
problem and its corresponding duel problem:

max
𝑥𝑛≥0

∑︁
𝑛∈[𝑁 ]

𝑑𝑛𝑥𝑛 (49a)

s.t.
∑︁

𝑛∈[𝑁 ]:𝑡 ∈T𝑛

𝑥𝑛 ≤ 𝑘,∀𝑡 ∈ [𝑇 ], (𝜆𝑡 ) (49b)

𝑥𝑛 ≤ 1,∀𝑛 ∈ [𝑁 ], (𝛾𝑛) (49c)

min
𝜆𝑡 ,𝛾𝑛≥0

𝑘
∑︁
𝑡 ∈[𝑇 ]

𝜆𝑡 +
∑︁

𝑛∈[𝑁 ]
𝛾𝑛 (50a)

s.t. 𝑑𝑛 ≤ 𝛾𝑛 +
∑︁
𝑡 ∈T𝑛

𝜆𝑡 ,∀𝑡 ∈ [𝑇 ], 𝑛 ∈ [𝑁 ] . (50b)

We construct a set of feasible dual variables as follows:

𝜆𝑡 = 𝜙 (𝑦 (𝑁 )𝑡 ), ∀𝑡 ∈ [𝑇 ],

𝛾𝑛 =

{
0 0 ≤ 𝑥𝑛 < 1,
𝑑𝑛 −

∑
𝑡 ∈T𝑛 𝜙 (𝑦

(𝑛)
𝑡 ) 𝑥𝑛 = 1,

∀𝑛 ∈ [𝑁 ],

where 𝑥𝑛 is the online solution of flp-𝜙-variable and 𝑦 (𝑛)𝑡 is the utilization of time 𝑡 after processing the
𝑛-th item by flp-𝜙-variable. We show in the following that the constructed dual solution is feasible:

Case I. If 𝑥 = 0, then we have 𝛾𝑛 = 0 and 𝑑𝑛 ≤
∑

𝑡 ∈T𝑛 𝜙 (𝑦
(𝑛)
𝑡 ) (based on (43)). Thus,

𝑑𝑛 ≤
∑︁
𝑡 ∈T𝑛

𝜙 (𝑦 (𝑛)𝑡 ) ≤
∑︁
𝑡 ∈T𝑛

𝜙 (𝑦 (𝑁 )𝑡 ) =
∑︁
𝑡 ∈T𝑛

𝜆𝑡 + 𝛾𝑛 .

Case II. If 0 < 𝑥𝑛 < 1, then we have 𝛾𝑛 = 0 and 𝑑𝑛 =
∑

𝑡 ∈T𝑛 𝜙 (𝑦
(𝑛)
𝑡 ). Thus,

𝑑𝑛 =
∑︁
𝑡 ∈T𝑛

𝜙 (𝑦 (𝑛)𝑡 ) ≤
∑︁
𝑡 ∈T𝑛

𝜆𝑡 + 𝛾𝑛 .

Case III. If 𝑥𝑛 = 1, then we have 𝛾𝑛 = 𝑑𝑛 −
∑

𝑡 ∈T𝑛 𝜙 (𝑦
(𝑛)
𝑡 ) ≥ 0. Thus,

𝑑𝑛 =
∑︁
𝑡 ∈T𝑛

𝜙 (𝑦 (𝑛)𝑡 ) + 𝛾𝑛 ≤
∑︁
𝑡 ∈T𝑛

𝜆𝑡 + 𝛾𝑛 .

The dual objective at the feasible dual solution provides an upper bound on the relaxed primal and the
original primal objective. Thus, we have

OPT ≤ 𝑘
∑︁
𝑡 ∈[𝑇 ]

𝜙 (𝑦 (𝑁 )𝑡 ) +
∑︁

𝑛∈[𝑁 ]
𝛾𝑛

=
∑︁

𝑛∈[𝑁 ]

[
𝑘

∑︁
𝑡 ∈T𝑛
(𝜙 (𝑦 (𝑛)𝑡 ) − 𝜙 (𝑦

(𝑛−1)
𝑡 )) + 𝛾𝑛

]
,

which holds as𝜙 (0) = 0. We next show that𝑘
∑

𝑡 ∈T𝑛 (𝜙 (𝑦
(𝑛)
𝑡 )−𝜙 (𝑦

(𝑛−1)
𝑡 ))+𝛾𝑛 ≤ (1+𝜂) ln 𝛽 ·𝑥𝑛𝑑𝑛,∀𝑛 ∈ [𝑁 ].
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Consider the following three cases.
Case I. If 𝑥𝑛 = 0, then we have 𝑘

∑
𝑡 ∈T𝑛 (𝜙 (𝑦

(𝑛)
𝑡 ) − 𝜙 (𝑦

(𝑛−1)
𝑡 )) + 𝛾𝑛 = (1 + 𝜂) ln 𝛽 · 𝑥𝑛𝑑𝑛 = 0.

Case II. If 0 < 𝑥𝑛 < 1, we have 𝛾𝑛 = 0 and 𝑑𝑛 =
∑

𝑡 ∈T𝑛 𝜙 (𝑦
(𝑛)
𝑡 ). This gives

𝑘
∑︁
𝑡 ∈T𝑛
(𝜙 (𝑦 (𝑛)𝑡 ) − 𝜙 (𝑦

(𝑛−1)
𝑡 )) = 𝑘𝜂

∑︁
𝑡 ∈T𝑛

𝛽
𝑦
(𝑛)
𝑡
𝑘 (1 − 𝛽−

𝑥̂𝑛
𝑘 )

≤ 𝑘𝜂
∑︁
𝑡 ∈T𝑛

𝛽
𝑦
(𝑛)
𝑡
𝑘

𝑥𝑛

𝑘
ln 𝛽

= ln 𝛽 ·
∑︁
𝑡 ∈T𝑛

𝑥𝑛𝜂 [𝛽
𝑦
(𝑛)
𝑡
𝑘 − 1] + ln 𝛽 · 𝜂

∑︁
𝑡 ∈T𝑛

𝑥𝑛

= ln 𝛽 · 𝑥𝑛 ·
∑︁
𝑡 ∈T𝑛

𝜙 (𝑦 (𝑛)𝑡 ) + ln 𝛽 · 𝜂 · 𝑥𝑛 · 𝑑𝑛

≤ ln 𝛽 · 𝑥𝑛𝑑𝑛 + ln 𝛽 · 𝜂 · 𝑥𝑛𝑑𝑛 = (1 + 𝜂) ln 𝛽 · 𝑥𝑛𝑑𝑛,

where the last inequity holds since 𝑑𝑛 =
∑

𝑡 ∈T𝑛 𝜙 (𝑦
(𝑛)
𝑡 ).

Case III. If 𝑥𝑛 = 1, we have 𝛾𝑛 = 𝑑𝑛 −
∑

𝑡 ∈T𝑛 𝜙 (𝑦
(𝑛)
𝑡 ) and 𝑑𝑛 >

∑
𝑡 ∈T𝑛 𝜙 (𝑦

(𝑛)
𝑡 ). This gives

𝑘
∑︁
𝑡 ∈T𝑛
(𝜙 (𝑦 (𝑛)𝑡 ) − 𝜙 (𝑦

(𝑛−1)
𝑡 )) + 𝛾𝑛 = 𝑘𝜂

∑︁
𝑡 ∈T𝑛

𝛽
𝑦
(𝑛)
𝑡
𝑘 (1 − 𝛽− 1

𝑘 ) + 𝛾𝑛

≤ 𝑘𝜂
∑︁
𝑡 ∈T𝑛

𝛽
𝑦
(𝑛)
𝑡
𝑘

1
𝑘
ln 𝛽 + 𝛾𝑛

= ln 𝛽 ·
∑︁
𝑡 ∈T𝑛

𝜂 [𝛽
𝑦
(𝑛)
𝑡
𝑘 − 1] + ln 𝛽 · 𝜂 · 𝑑𝑛 + 𝛾𝑛

= ln 𝛽 ·
∑︁
𝑡 ∈T𝑛

𝜙 (𝑦 (𝑛)𝑡 ) + ln 𝛽 · 𝜂 · 𝑑𝑛 + 𝛾𝑛

= ln 𝛽 · (𝑑𝑛 − 𝛾𝑛) + ln 𝛽 · 𝜂 · 𝑑𝑛 + 𝛾𝑛
≤ ln 𝛽 · 𝑑𝑛 + ln 𝛽 · 𝜂 · 𝑑𝑛 + (1 − ln 𝛽)𝛾𝑛
≤ (1 + 𝜂) ln 𝛽 · 𝑑𝑛,

where the last inequality holds when 𝛽 ≥ 𝑒 .
This completes the proof of Lemma 12. □

Based on Lemma 12, we can design the parameters of the pricing function by formulating and solving
the following optimization problem, which aims to minimize the competitive ratio of flp-𝜙-variable:

min
𝛽≥𝑒,𝜂>0

(1 + 𝜂) ln 𝛽 (51a)

s.t. ln 𝛽 ≥ − ln ©­«
∏

𝑖∈[𝑑max ]
(1 − 1

𝑖 (1 + 𝜂) )
ª®¬ . (51b)

Thus, using the standard online primal-dual analysis, the results of [6] can be extended to the fractional
setting through the same pseudo-utility maximization framework as in Algorithm 3 and Algorithm 4.
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We end this section with a discussion of some interesting future directions. Based on the results of this
work and those of [6], a natural direction for future work is to develop a rounding scheme that converts the
fractional algorithm such as Algorithm 6 into integral decisions, thereby addressing the integral version of
the kRental-Variable problem. However, due to the impossibility result in Theorem 3, any such rounding
scheme will necessarily incur some loss in performance. An alternative and promising direction is to adopt
the relax-and-round approach from Section 4, where the rounding step is integrated into the design of the
fractional solution. This would require a more sophisticated treatment of the pricing function 𝜙 , both to
ensure feasibility and to optimize the competitive ratio.
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