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DORA: Efficient Routing for MPLS
Traffic Engineering

R. Boutaba,1,2 W. Szeto,1 and Y. Iraqi 1

This paper introduces DORA, a dynamic online routing algorithm for construction of
bandwidth guaranteed paths in MPLS-enabled networks. The main objective of DORA
is to place paths with reserved bandwidth evenly across the network in order to al-
low more future paths to be accepted into the network and to balance the traffic load.
During path computation, the key operation in DORA is to avoid routing over links
that (1) have high potential to be part of any other path, and (2) have low residual
bandwidth available. Our simulation results based on unsuccessful path-setup ratio and
successful path-reroutes upon link failure, show that DORA offers better performance
than some sophisticated algorithms, while at the same time being less computationally
expensive.
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1. INTRODUCTION

The exponential growth of the Internet has placed heavy burdens on network
management and control operations. Adding more resources to the network may
temporarily relieve congestion conditions, but it is not a cost-effective solution
in solving resource contention problems in the long run. Furthermore, the trend
toward providing differentiated classes of service adds another level of complexity
to network management and operations. What service providers need are mech-
anisms to coordinate, control, and efficiently utilize existing resources to satisfy
customer demand. Multi-protocol label switching (MPLS) and constraint-based
routing (CR) are two key elements of the new Internet architecture and can be used
to alleviate resource contentions and improve overall network utilization.
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One particular problem that providers are facing today is the on-demand setup
of network tunnels with reserved bandwidths in backbone or transport networks.
We address this issue by proposing a new routing algorithm called dynamic on-
line routing algorithm (DORA). DORA aims to efficiently utilize existing network
resources and minimize network congestions by carefully mapping paths across
the network. The problem of establishing bandwidth guaranteed paths has been
studied elsewhere [1–5]. Our work is inspired by the minimum interference rout-
ing algorithm (MIRA) [1], but performs better in terms of path-setup rejection
ratio and rerouting percentage upon link/node failure with much less computation
complexity.

The rest of this paper is structured as follows: Section 2 provides the necessary
background information on MPLS and CR. Section 3 identifies some important
design issues for routing algorithms in an MPLS network. In Section 4 we discuss
related works. Section 5 describes the details of the DORA algorithm. Section 6
evaluates and compares DORA performance against other existing routing algo-
rithms through simulations. Finally, Section 7 summarizes the important points in
the paper and proposes future works.

2. BACKGROUND INFORMATION

In MPLS networks, when a packet enters the network, it is assigned a la-
bel at the ingress router and then forwarded along a preestablished path called
the label switched path (LSP). Each LSP carries an aggregate of traffic flows,
called a traffic trunk, that is generated by assigning incoming packets to
different forwarding equivalent classes (FECs) at the ingress router. The packet
classification decision is based on examining packet header information such
as the source address field, the destination address field, and/or type-of-service
field. All packets belonging to the same FEC are treated in an equivalent
manner at each hop. Different forwarding granularities of FECs could be de-
fined. An example of a fine granularity classification is to group packets with
equivalent source IP address, source port number, destination IP address, and
destination port number into the same FEC. An example of a coarse granular-
ity classification is to group packets coming from the same input port of an
ingress router into the same FEC. MPLS, together with CR, facilitates traffic-
engineering operations. The goal of CR is to compute an explicit network path
that meets a set of user requirements or constraints and optimizes some scalar
metric such as the number of hops. The explicit route starts at an ingress/
source router and ends at an egress/destination router. The product of a success-
ful CR operation is a constraint-based routed LSP (CR-LSP), which is simply an
LSP that is subjected to a set of constraints, such as bandwidth, jitter, or delay
requirements.
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3. DESIGN ISSUES OF CONSTRAINT-BASED
ROUTING ALGORITHMS

In this section, we identify and discuss important issues pertaining to path
selection algorithms within MPLS domains.

1. Routing Constraints: Constraints may include delay, jitter, loss ratio, band-
width, administrative constraints, and so on. Computing an optimized path
according to two or more additive (e.g. delay, jitter) and/or multiplicative
constraints (e.g. loss ratio) has been proven to be NP-complete [6]. Further-
more, it is generally difficult to obtain accurate values for certain metrics
such as delay and jitter. The general practice is to convert additive and
multiplicative constraints into a bandwidth requirement. In the rest of this
paper, we will focus on routing algorithms that compute paths subjected
to bandwidth requirement.

2. Online/Offline Routing: CR algorithms are categorized as either online
or offline. Offline CR requires a demand matrix as input and is usually
performed in a separate server outside the network. The demand matrix
describes precisely the amount of data to be transmitted for each source–
destination pair of routers. The main objective of offline CR is to optimize
network resource usage using a priori knowledge of traffic demand. As-
suming the existence of a demand matrix is justifiable for network design
and planning purposes; however it is difficult, if not impossible, to obtain
an accurate demand matrix in the case of dynamic MPLS paths setup.
Online CR, in turn, does not require a priori knowledge of the size and
arrival time of each individual path setup request. This paper focuses on
online CR, as it is the appropriate approach to solving the dynamic path
setup problem in MPLS networks.

3. Computational Complexity: Online routing algorithms compute paths as
setup requests arrive at the network in real time. Each incoming request
is processed at the ingress router that typically operates at very high load.
The time it takes for a path to be established in the network should be
short. Therefore it is important for path computations to be as fast and as
efficient as possible.

4. Re-routing Performance: Network topology changes are typically trig-
gered by link or node failures. Re-routing can induce service interruption
or delay for the end users. Also, since each path is associated with re-
served bandwidth, rerouting may fail due to insufficient resources. Thus,
an important performance metric of a routing algorithm is its ability to
map traffic trunks onto the network in such a way that the number of paths
affected by link or node failures is minimized.

5. Link State Distribution: In order to compute paths with specific band-
width requirements, it is necessary for the node(s) that executes the routing
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algorithm to have correct topology and resource information. There have
been proposals to extend the current interior gateway protocols (IGPs)
to carry additional information such as the capacity and the residual
bandwidth of a link [7, 8]. In this paper, we assume that the necessary
bandwidth-related information for routing purposes is propagated across
the network via link state advertisements.

4. RELATED WORKS

The most widely used routing algorithm within MPLS domains is the shortest-
path first (SPF) algorithm based on an administrative metric (usually the number
of hops). In SPF, the shortest path between the source and the destination node
is chosen. SPF is simple, yet it tends to send traffic flows onto the same set of
nodes and links because it routes packets onto the same set of shortest paths until
resources along those paths are saturated. This results in congestions in some parts
of the network and unbalanced network resource utilization.

A more advanced routing algorithm is (MIRA) [1]. The key idea behind MIRA
is to avoid routing over links that may “interfere” with potential future paths setup.
These links are referred to as critical links, and they have the property that when
their capacity is reduced by 1 bandwidth-unit, the maximum data flow between
a source–destination node pair is also reduced by 1 bandwidth-unit. Hence the
goal of MIRA is to find a feasible path that contains the least number of critical
links. We believe that the idea of routing over noninterfering links is a sound
and logical one; however MIRA has two weaknesses: computation complexity
and unbalanced network utilization. First, suppose there arep source–destination
pairs in a network withN nodes andM links. MIRA requiresp maximum flow
calculations to determine the set of critical links each time a path setup request
arrives. In the worst case, every node is a source node for every other node, and
so p becomesN2. Since each maximum flow calculation isO(N3) [3], therefore
the worst case runtime of MIRA isO(N5), which is several order of magnitudes
higher than that of SPF (i.e.O(MN)). Second, suppose there are two distinct
routes with the same residual bandwidth that connects the same source–destination
pair. When a path setup request arrives, given sufficient resources, one of the two
routes will be chosen to service this request. Afterwards, all the links in the other
route become critical links according to the definition of critical links above. This
implies that the same route will serve subsequent requests until saturation while
the other route remains free. Therefore, given several distinct routes with enough
residual bandwidth, MIRA may converge traffic flows onto a single route causing
unbalanced network utilization because it does not take into account the current
traffic load in routing decisions [1].

Other related works include profile-based routing [2], variations of OSPF
routing schemes [3], explicit routing algorithms [4], and static routing algorithm



P1: Vendor/FZN

pp577-jons-378728 JONS.cls August 20, 2002 17:15

DORA for MPLS Traffic Engineering 313

[5]. In profile-based routing, a “traffic profile” is used to solve a multicommodity
network flow problem. A traffic profile contains an estimate of future demand
for each source–destination pair in the network. It preallocates resources for each
source–destination pair based on the solution obtained by solving the multicom-
modity problem. A new path will be established in the network only if there are
sufficient reserved resources available for the associated commodity. In Ref. 3,
authors proposed several ways to improve the routing performance of OSPF. The
most significant result is a local search heuristic that computes the weight of each
link according to an estimated demand matrix. The work on explicit routing al-
gorithms is based on modeling the traffic engineering problem as an optimization
problem with the objective of minimizing congestion and maximizing the poten-
tial for traffic growth [4]. The goal of the optimization problem is accomplished
by minimizing the maximum utilization of each network link. Static routing al-
gorithm attempts to balance network traffic distribution by keeping the utilization
of each link below a predefined thresholda in an offline fashion [5]. The value of
a is set administratively or based on past experience. The algorithm executes by
remapping each LSP onto the network, starting with the highest priority LSP, until
all LSPs have been considered. If there are remaining unmapped LSPs, increase
the thresholda by a small amount, and repeat the LSP remapping procedure for
unmapped LSPs only. If there are still links unmapped after the first two rounds,
the thresholda will be increased again until all unmapped links are remapped or
a reaches its maximum value of 1.

Both profile-based routing and local search heuristic necessitate a network
traffic profile or demand matrix as an estimation of future demands. Explicit routing
algorithms require the average traffic between each edge node as inputs for solving
the associated mathematical formulations. Static routing aims to balance network
traffic offline where minimizing path computation time is not an issue. These
routing algorithms do not satisfy the design issues stated in Section 3, and therefore
they will not be used in our performance evaluation section. Instead, we will focus
on comparing SPF and MIRA against our proposed algorithm.

5. DYNAMIC ONLINE ROUTING ALGORITHM (DORA)

This section provides a detailed description of DORA and is organized as
follows: First, we will point out a few important observations and ideas behind the
design of DORA. Next, we will state the pseudo-code version of DORA.

In MPLS networks, an ingress (or source) node is an edge router that acts
as an entrance point to the network, while an egress (or destination) node is an
edge router that acts as an exit point from the network. We consider the problem
of setting up bandwidth guaranteed MPLS tunnels between a known set of source
and destination nodes. Each request arrives at the network to demand a path with
reserved bandwidth (size of a request) to be set up between a source node and a
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destination node. We assume that requests arrive one by one and there is no a priori
information on the arrival time or the size of each request.

The operation of DORA is divided into two stages. The first stage calcu-
lates the path potential value (PPV) array associated with a source–destination
pair and the second stage combines PPV with residual link bandwidth to form
a weight value for each link, which is then used to compute a weight-optimized
network path. The design of the first stage is based on the followign observation:
There are many paths that data could take to flow between a given source and
destination nodes, and some links are more likely to be included in these paths
than are others. The potential of a link being more likely to be included in a path
than other links is characterized by an associated PPV. More formally, for each
source–destination pair, we associate each link with an integer called the PPV
with an initial value zero. Each source–destination pair (S, D) is associated with
an array, PPV(S,D). When a path could be constructed over a link L for a given
source–destination pair (S1, D1), we reduce PPV(S1,D1)(L) by 1. When a path
could be constructed over the same link L for a different source–destination pair
(S2, D2), we increment PPV(S1,D1)(L) by 1. Since there are many paths that exist
between a given source–destination pair, we consider only disjoint paths. The cal-
culation of PPV arrays for each source–destination pair forms the first stage of the
algorithm.

In the second stage of DORA, we will remove all links with a residual band-
width less than the required bandwidth. The PPV and current residual bandwidth
of each link are combined together to form the link weight. The content of the
link weight is controlled by a parameter called BWP (for bandwidth proportion),
which takes on real values between 0.0 and 1.0. For example, if BWP equals 0.7,
this implies that 70% of the link weight is contributed by the link’s residual band-
width and the other 30% is contributed by the associated PPV. Finally, we run
Dijsktra’s algorithm to compute a weight-optimized path from the source node to
the destination node on the residual topology.

5.1. DORA Pseudo-Code

Stage 1

1. For each source–destination pair (S, D), determine the set of all disjointed
paths DP(S,D). One possible way is to use Dijsktra’s algorithm to find a
shortest path (in terms of number of hops) for (S, D), add this path to
DP(S,D), and then remove all links that are part of the resulting path, and
repeat these steps until D is no longer reachable from S.

2. For each source–destination pair (S, D), construct the PPV(S,D) array, and
initialize all entries to zero. The size of the array is equal to the number
of network links.
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3. For the source–destination pair (S1, D1),
(a) For each link L in the network, if L is part of any path in DP(S1,D1),

subtract 1 from PPV(S1,D1)(L).
(b) For all the source–destination pairs other than (S1, D1), inspect each

link L and determine the number of timesn that L appears in DP(S,D)

where (S, D) is not equal to (S1, D1). Increment PPV(S1,D1)(L) by n.
4. Repeat Step 3 for all the other source–destination pairs.
5. For each source–destination pair (S, D), normalize all entries in PPV(S,D),

with the smallest PPV element over all source–destination pairs
equal to 0 and the largest PPV element over all source–destination pairs
equal to 100. Let NPPV(S,D)(L) be equal to the normalized value of
PPV(S,D)(L).

Stage 2: (Suppose a request arrives to set up a path between S1 and D1 withB
amount of bandwidth)

1. Remove links with a residual bandwidth less than the requested band-
width B.

2. For each network link L, determine its residual bandwidth RB(L), take the
reciprocal of RB(L), and normalize (RB(L))−1 to the range 0–100, with
the smallest (RB(L))−1 value equal to 0 and the largest value equal to 100.
Let NRB(L) be equal to the normalized value of (RB(L))−1.

3. For the source–destination pair (S1, D1), construct a link weight table
LWT(S1,D1), using the following equation:

LWT(S1,D1)(L) = NPPV(S1,D1)(L) × (1− BWP)+ NRB(L)× (BWP)
(5.1)

where BWP is the bandwidth proportion parameter.
4. Run Dijsktra’s algorithm to compute a link-weight optimized path between

(S1, D1).

Note that Stage 1 is executed only once and when there is a topology change. Stage 2
is performed whenever a path setup request arrives at the network. Figures 1 and
2 present Stages 1 and 2 of the algorithm, respectively, in flowchart format.

6. PERFORMANCE EVALUATION

This section describes the set of experiments used to evaluate the perfor-
mance of DORA and discusses the experiment results. The experiment scenarios
are simulated using ns-2 [9]. We examine the performance of DORA with different
BWP parameters (0.1, 0.5, and 0.9) against MIRA and SPF. The two performance
metrics used in our experiments are the path-setup rejection ration and the percent-
age of paths requiring reroute upon topology changes. Clearly, a smaller rejection
ratio indicates a better overall resource usage, and the number of paths requiring
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Fig. 1. Operations of Stage 1 of DORA.

reroute should be kept as small as possible to minimize service interruption or
delay.

6.1. Simulation Scenarios

Figure 3 shows the network topology chosen for our simulation study. The
thicker links have a capacity of 4.8MB while the thinner links have a capacity
of 1.2MB. The graph also shows the location of four different source–destination
pairs, identified by (S0, D0), (S1, D1), (S2, D2), and (S3, D3).

The size of path setup request is randomly distributed among 10KB, 20KB,
30KB, or 40KB. Four different experiments are carried out. Experiments 1–3
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Fig. 2. Operations of Stage 2 of DORA.

examine the path setup rejection ratio. To obtain confidence in the results, each
experiment is repeated several times. Experiment 4 investigates the rerouting per-
formance upon topology changes. In Experiment 1, a total of 2000 static path
setup requests are sent to the network. Static paths resemble long-lived tunnels
in MPLS networks and once established, they will stay in the network forever. In
Experiment 2, a total of 2000 dynamic path setup requests are sent to the network.
Dynamic paths represent short-lived MPLS tunnels. The arrival of dynamic path
setup requests follows a Poisson distribution with meanλ = 80 requests/time-unit
and each dynamic path has a holding time based on an Exponential distribution
with meanµ = 10 time-unit. Experiment 3 combines both static and dynamic
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Fig. 3. Network topology used in the simulations.

paths by first loading up the network with 200 static paths, and then sending 1800
dynamic path setup requests to the network. The request arrival rate follows a
Poisson distribution with meanλ = 40 request/time-unit. In Experiment 4, we
simulate link failure scenarios by taking down a random link just before network
resources are saturated in Experiment 1. The number of paths requiring reroute and
the percentage of successful reroutes are recorded after each trial of Experiment 4.

6.2. Path Setup Rejection Ratio

Figure 4 shows the percentage of rejected requests for the static path
setup experiment (Experiment 1). Based on the figure, DORA0.9 (DORA with
BWP = 0.9) rejects the fewest number of requests, followed by DORA0.5,

Fig. 4. Static path setup (Experiment 1): Percentage of rejected requests.
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Fig. 5. Static path setup (Experiment 1): Percentage of rejected requests between Request #850
and #2000.

DORA 0.1, MIRA, and finally SPF. The curve for DORA0.9 stays below all other
curves during the course of the simulation, which indicates that it rejects fewer
requests than the other algorithms. Since static paths stay in the network forever,
after all network resources are saturated, any incoming path setup request will be
rejected. This can be observed by the fact that the curves in Fig. 4 approach 100%
as the number of request arrivals increases. Figure 5 enlarges the right-most part of
Fig. 4, and we can clearly see that DORA0.9 rejects the fewest number of requests.

The results for the dynamic path setup experiment (Experiment 2) are shown
in Fig. 6. In the figure, the curves for DORA stay below the curves for either SPF or
MIRA throughout the course of the experiment. All curves grow irregularly until
near request #1750, at which all curves enter the steady state and stay flat until
the end of the experiment. The three DORA curves overlap and insect each other
before entering the steady state. In the steady state, we can see that DORA0.9
has the lowest rejection percentage, followed by DORA0.5, DORA0.1, MIRA,
and lastly SPF. DORA0.9 rejects approximately 21% less requests than MIRA

Fig. 6. Dynamic path setup (Experiment 2): Percentage of rejected requests.
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Fig. 7. Static-dynamic path setup (Experiment 3): Percentage of rejected requests.

and 29% less than SPF, and DORA0.1 shows a 13% improvement on number of
rejected requests over MIRA and 22% over SPF.

Experiment 3 involves both static and dynamic path setup requests. As shown
in Fig. 7, the curves for DORA grow below SPF and MIRA throughout the course
of the experiment. Steady state starts after request #1800 has arrived. Similar to the
previous experiments, DORA0.9 has the lowest rejection percentage, followed
by DORA 0.5, DORA0.1, MIRA, and lastly SPF. In the steady state, DORA0.9
rejects about 26% less requests than MIRA, and DORA0.1 shows 12% improve-
ment on number of rejected requests over MIRA. The improvement over SPF is
even more significant as DORA0.9 and DORA0.1 reject around 37 and 27% less
requests than SPF, respectively.

6.3. Path Reroutes and Percentage of Successful Reroutes
upon Topology Change

In each trial of Experiment 4, we intentionally take down a link just before
network resources are saturated in the static path setup experiment (Experiment 1)
and record down the number of paths requiring reroute and the percentage of
successful reroutes. There are a total of 26 links as shown in Fig. 3, and we take
down each one of them one at a time. In Experiment 1, all incoming requests
are rejected when network resources are saturated and it occurs at the point when
just above 30% of the total network capacity has been used up. We defined point
A, B, and C to be the case where 20, 25, and 30% of the total network capacity
has been exhausted. Since there are 26 links in the topology, therefore we have a
total of 390 trials (i.e. 26× 3× 5) in this experiment. At each link failure point
(A, B, and C), we compute the average number of paths requiring reroute, the
standard deviation for the number of paths requiring reroute, and the percentage
of successful reroutes. The results are shown in Figures 8–10.



P1: Vendor/FZN

pp577-jons-378728 JONS.cls August 20, 2002 17:15

DORA for MPLS Traffic Engineering 321

Fig. 8. Average number of paths requiring reroute.

As shown in Fig. 8, the average number of paths requiring reroutes increases
as the network is closer to saturation. DORA0.5 requires the least number of paths
to be rerouted upon a link failure, followed by DORA0.1, DORA0.9, MIRA, and
lastly SPF. The standard deviation value for the number of paths requiring reroute
indicates the algorithm’s ability to spread path setups evenly across the network.
According to Fig. 9, DORA0.5 has the lowest standard deviation value, meaning
that it is the most capable of spreading path setups across the network. In addition,
both DORA0.1 and DORA0.9 have lower standard deviation values than either
MIRA and SPF at all link failure points. Figure 10 shows the percentage of success-
ful reroutes upon link failure. According to the figure, the curves for all algorithms
decline as the amount of network resources used increases. DORA0.5 again per-
forms the best among all algorithms with the highest successful reroutes percent-
age, followed by DORA0.9, DORA0.1, MIRA, and lastly SPF. DORA0.5 is
able to obtain about 2, 7.9, and 6.5% more successful reroutes than MIRA at link
failure points A, B, and C respectively. The improvement over SPF is more sig-
nificant, as DORA0.5 is able to obtain 18.28, 25.53, and 37.4% more successful
reroutes at link failure points A, B, and C respectively. The results for Experiment 4
suggest that a good mix of PPV and residual bandwidth utilization yield the best
performance in situations where link failure is commonplace.

Fig. 9. Standard deviation of number of paths requiring reroute.
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Fig. 10. Percentage of successful reroutes.

6.4. Computation Complexity

Next we will examine and compare the computation complexity of the routing
algorithms used in the experiment. Consider a network withN nodes andM links.
Let D be the largest degree of any node andP the number of source–destination
pairs. Table I shows the time complexity of SPF, MIRA, and DORA. SPF is the least
expensive in terms of runtime complexity, but it offers a much worse performance
than other algorithms as shown in the previous experiments. The second stage of
DORA is equally inexpensive as SPF and is executed during each request arrival.
The first stage of DORA is performed only upon network topology change. In the
worst case scenario whereD ∈ O(M) and P ∈ O(N2), the runtime for Stage 1
of DORA is several magnitudes higher than that of SPF, but still lower than that
of MIRA. The dominating computation of MIRA is to determine the maximum
flow between each source–destination pair. At least one maximum flow calculation
has to be carried out for each source–destination pair, and each calculation takes
O(NM log(N2/M)) time [10].

6.5. Complexity Analysis for DORA

Let N be the number of network nodes,M be the number of network links,
and P be the number of edge nodes (P ≤ M). We will refer to the first step of
Stage 1 as Step 1.1 and the second step of Stage 1 as Step 1.2 and so on. For

Table I. Time Complexity for Different Routing Algorithms

Algorithm Time complexity

SPF O(M + N log N)
MIRA O(N3M log(N2/M))
DORA—Stage 1 O(N2M2 + N3M log N)
DORA—Stage 2 O(M + N log N)



P1: Vendor/FZN

pp577-jons-378728 JONS.cls August 20, 2002 17:15

DORA for MPLS Traffic Engineering 323

Fig. 11. The number of disjointed paths be-
tween a source–destination pair could be as many
asM/2.

Step 1.1, if every edge node acts as both a source and a destination node, then
there will be a maximum ofP2 pairs of source–destination nodes. Computing the
set of disjointed paths for each source–destination pair using Dijsktra’s shortest
path algorithm requiresO(NM). This could be improved toO(M + N log N) by
using a priority queue wiht Fibonacci heap in the implementation [11]. Figure 11
shows that the number of disjointed paths for a single source–destination pair
could be as many asM/2= O(M). Hence the worst case runtime for Step 1.1 is
O(P2NM2). Step 1.2 takesO(P2) time for PPV array initialization. Steps 1.3 and
1.4 loop through each source–destination pair to compute the PPV array, and both
steps combined requireO(P2M) time. Step 1.5 normalizes the PPV array entries
to become nonnegative values and it requiresO(P2) time. Hence the runtime for
Stage 1 of DORA is dominated by the first step and it isO(P2M(M + N log N)).
In the extreme case, if all the network nodes are also edge nodes, that isP = N,
then the runtime becomesO(N2M2+ N3M log N). For Stage 2, each of Steps 2.1,
2.2, and 2.3 requiresO(M) time to execute. Step 2.4 computes the least cost path
using Dijsktra’s algorithm and it requiresO(M + N log N) time. Overall Stage 2
has a time complexity ofO(M + N log N).

7. CONCLUSION AND FUTURE WORK

In this paper, we have introduced DORA for computing bandwidth guaranteed
paths in MPLS networks. It combines the PPV and current bandwidth utilization
to produce link weights, which in turn are used to find a weight-optimized path.
We have shown that DORA rejects fewer path setup requests than both SPF and
MIRA. We have also shown that during link failures, DORA requires fewer paths
to be rerouted and obtains higher successful reroute percentage than either SPF or
MIRA. In addition, DORA is computationally less expensive than MIRA, and has
a runtime equal to that of SPF if topology change is infrequent. If node/link failure
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occurs, then topology changes will trigger the operation of Stage 1 in DORA.
The cost of Stage 1 execution could be reduced by using a better mechanism for
determining the set of disjointed paths associated with each source–destination
pair. Instead of recalculating the set of disjointed paths every time a topology
change occurs, one could recompute only the affected disjointed paths.

One possible extension to DORA is to use past knowledge to estimate the
future demand size for each source–destination pair. For instance, instead of in-
crementing and decrementing the PPV of a link by 1, we may modify the PPV
by a value higher than 1 to reflect a larger expected demand size for a given
source–destination pair. Such knowledge could be inferred from constant network
monitoring and measurements, or derived from the service level agreement be-
tween the customer and the service provider.
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