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Abstract—The efficiency by which a node of a vehicular ad hoc
network (VANET) can route messages to destinations heavily
depends on the VANET’s ability to keep track of the locations of
its nodes (vehicles). Current location-management schemes lack
scalability and, hence, are proven unable to work in large-scale
networks. Therefore, location management in VANETs remains
a major challenge. In this paper, we propose a new region-based
location-service-management protocol (RLSMP) that uses mobil-
ity patterns as means to synthesize node movement and, thus, can
be used in large VANET applications. The protocol attempts to
relax the scalability issue suffered by other protocols by employ-
ing message aggregation in location updating and in querying.
Furthermore, due to the protocol’s intrinsic locality awareness,
it achieves minimum control overhead. To evaluate the efficiency
of the protocol, we study its performance analytically and by
using simulation for a 2-D random-walk model, as well as on real
mobility patterns. The performance of the protocol is compared
with that of other prominent location-management protocols.

Index Terms—Communication overhead, location service,
mobility management, performance analysis, vehicular ad hoc
networks (VANETs).

I. INTRODUCTION

V EHICULAR ad hoc networks (VANETs) represent a
rapidly emerging and challenging class of mobile ad hoc

networks (MANETs). In such networks, each node operates
not only as a host but also as a router, forwarding packets
for other mobile nodes [1]–[3]. Vehicles form a decentralized
communication network by means of wireless multihop routing
and forwarding protocols. A wide range of applications can
be enabled in VANETs (to name a few, we have emergency
message dissemination, real-time traffic condition monitoring,
and collision avoidance and safety), where communications are
exchanged to improve the driver’s responsiveness and safety in
case of road incidents [4], [5]. VANETs not only can enhance
traffic safety but can also enable infotainment applications via
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multihop communications between vehicles [6], [7]. As such,
to support the different types of applications, the network must
be able to efficiently locate its nodes. While moving, mobile
nodes send location updates to nodes that are located in specific
regions in the network called home regions. These nodes (which
are referred to as location servers) are responsible for replying
to location queries. An efficient location-service-management
protocol is, thus, needed to track the locations of mobile nodes
(location updates) and reply to location queries with minimum
overhead [8], [9].

Numerous approaches for location service management in
MANETs have been reported in the literature [10]–[21]. These
approaches fall into two categories, namely, flooding-based and
quorum-based approaches. Flooding-based approaches involve
global network flooding [14], [15]. Such flooding requires all
the mobile nodes of the network to send periodic updates or
queries to all the other nodes, which results in unbounded
control overhead. As such, these approaches are not suitable
in large-size ad hoc networks such as VANETs, and their use
is limited to small-size networks with slow-moving nodes [16].
In quorum-based approaches, location servers, which are also
called quorums, are assigned with their role by mapping the
geographical information of the nodes to quorums in a random
or static way [17]–[21]. Quorum-based approaches assume that
each node knows its own location using, for example, the
Global Positioning System (GPS). They are relatively more
scalable than the flooding-based approaches, particularly in
highly dynamic ad hoc networks [22]. However, their perfor-
mance is dependent on the existence of an efficient location-
service-management scheme.

In this paper, we capitalize on quorum-based approaches
to achieve efficient location service management by means of
node clustering and message aggregation. Thus, the updates
and the queries of nearby nodes are aggregated in one control
message. Distinct groups of nodes called clusters are formed
based on their geographical locations (i.e., nodes that are lo-
cated in one geographical area are grouped in one cluster).
In addition, since the communication patterns in VANETs
are considered, to a great extent, to be local (i.e., vehicles
inside one geographical cluster are more likely to communicate
with each other), the proposed service-management protocol
should be locality-aware. Consequently, location servers are
assigned while considering the local traffic patterns. We formu-
late this strategy in the proposed region-based location-service-
management protocol (RLSMP).

To study the effectiveness of the proposed protocol, we
first derive analytical expressions for costs due to location
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updates and queries in the context of a general 2-D random
walk mobility model. Furthermore, simulations are conducted
using real mobility patterns to evaluate the performance of
the proposed scheme in real mobility situations. Second, we
address the total control overhead as an optimization prob-
lem. Numerical and simulation results show that the proposed
location-service-management protocol can significantly reduce
the location update cost and yields low querying overhead
when compared with existing prominent schemes (the scalable
update-based routing protocol (SLURP) [17], the XY-location
service (XYLS) [20], and the hierarchical location service
(HLS) [21]) under various scenarios.

The remainder of this paper is organized as follows.
Section II discusses the related work reported in the literature.
A description of the proposed protocol (i.e., RLSMP) is given in
Section III. Section IV presents the analytical framework used
to evaluate the communication overhead. In Section VI, a com-
parison between the proposed protocol and existing protocols
is presented based on analytical and simulation results. Finally,
Section VII provides our concluding remarks.

II. RELATED WORK

Location-service-management protocols that are designed
for MANETs suffer from two main shortcomings that make
them unsuitable for VANETs: 1) high control overhead and
2) lack of locality awareness. In what follows, we review some
of the existing location-service-management techniques and,
when applicable, highlight their shortcomings.

Camp et al. [14] have proposed a flooding-based location
protocol, namely, the dream location service. It is assumed that
each node in the network sends location messages to update the
location tables of all the other nodes. These messages are sent
to nearby nodes more frequently than to faraway nodes. This
results in high overhead, particularly in dense networks. Due to
bandwidth limitations, the scalability of this protocol is ques-
tionable, as the number and the mobility of vehicles increase.

A reactive location-service protocol has been proposed by
Ksemann et al. [15]. When a node wants to communicate with
a destination, it first checks its location table. If the location
information is not available or is expired, then the source
node floods a location-request packet in the entire network.
In this case, the delay in receiving the location-reply message
increases as the number of nodes in the network increases. This
affects the scalability of the protocol, making it less suitable for
large and dense urban scenarios [23].

A SLURP has been proposed in [17]. This protocol divides
the area covered by the network into rectangular regions. For
a given node D, one specific region (called the home region) is
selected by means of a hash function. As D changes its position,
it transmits the corresponding updates to its home region. If
another node wants to determine the position of D, it uses
the same hash function to determine the region that may hold
information about the new position of D. A potential drawback
of the SLURP is the lack of locality awareness since it assumes
that any two nodes are equally likely to communicate with each
other. As the home region can be far away from both the source
and destination nodes, the total path length of both updating and
querying messages can be excessive.

Flury and Wattenhofer [18] assume that a node can start a
communication session with any other node without knowing
its current location. They use a hashing function that maps node
IDs to certain locations called pointers. Each node updates its
current location information on a hierarchical data structure
formed by these pointers. The querying messages are then
routed to the destination’s pointers to retrieve the location infor-
mation. Location information updating frequency to a hierarchy
of pointers is proportional to the vehicles’ velocity. However,
in a bandwidth-restricted environment, such as VANETs, such
updates may cause channel congestion.

As in the SLURP, the geographic hashing location service
(GHLS), which is a quorum-based protocol, uses a hashing
function that maps the node ID to a region called the home
region [19]. It assumes that the node closest to the center of
this home region is the location server. Nevertheless, the GHLS
attempts to solve the locality awareness problem of the SLURP
by generating a location-service region near the center of the
whole network. Although the querying overhead is lower than
that of the SLURP, the updating overhead remains high due to
the randomness of the hash function.

In [20], the XYLS assumes that the network space consists
of vertical and horizontal strips. For each destination node, the
nodes that are located along the north–south direction form
the location servers (called the updating quorum), whereas
for each source node, the nodes that are located along the
east–west direction form the query quorum. Thus, location-
updating information is disseminated in a direction such that
a query can intersect an update quorum. The XYLS further
assumes that the traffic pattern in the network may be ran-
dom, i.e., any node can randomly initiate a communication
session to any other node, and that the same node will fre-
quently traverse the entire network, which is a rare case in
VANETs. Indeed, in such ad hoc networks, the traffic pat-
tern is mainly local, where vehicles often communicate in a
local zone.

In [21], the HLS divides the network into a hierarchy of
regions. For a given node D, a hash function is used to assign
one specific cell on each level of the hierarchy to be responsible
for keeping the location information of D. If a source node
wants to communicate with D, it uses the same hash function
to determine the responsible cells of D. Note that the HLS
requires each node to update its current position on a hierarchy
of responsible cells each time it crosses the boundary of one
level. In some cases, the target node may be oscillating between
two points that are located in two different levels, which results
in increasing the signaling traffic in the network.

The aforementioned location-management protocols have
mainly focused on reducing the signaling overhead. Achieving
high scalability in VANET applications remains a major chal-
lenge. As such, we propose in this paper a scalable and locality-
aware RLSMP that improves both network performance and
scalability. Furthermore, we derive explicit analytical mod-
els of both location updates and queries cost and formulate
the total control overhead as an optimization problem. We
demonstrate that the proposed scheme enables high scalabil-
ity as well as signaling cost savings compared with existing
solutions.
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Fig. 1. System description. (a) LSC updating process. (b) Vehicle-to-vehicle
communication in one cell.

III. REGION-BASED LOCATION SERVICE MANAGEMENT

Here, we introduce the RLSMP. We envision a VANET
environment that consists of roads with intersections, which is
a typical scenario in urban areas.

The RLSMP uses the location of nodes as a criterion for
building geographical clusters. That is, each vehicle automat-
ically determines its geographical cluster while moving (as
will be explained below), with no additional communication
or delay. Furthermore, the geographical clustering suggests
the possibility of message aggregation, which is essential in
suppressing the number of control signals in the network.

To better understand the functionalities of our protocol, we
consider the following network structure as shown in Fig. 1.
The vehicles in this network are considered as nodes of an ad
hoc network, partitioned into virtual cells that form a virtual
infrastructure. The nodes’ mobility space is viewed as a grid
(see Fig. 1). Each node is aware of the location of the grid
origin (XM , YM ) (zero longitude and zero latitude). Also, each
cell has an origin (Xc, Yc) with respect to the grid origin. The
origin of each cell gives the cell a unique identifier (ID) that
identifies its location with respect to the grid origin. Each cell
has a particular node called a cell leader (CL) that is responsible
for aggregating the location information about all nodes within
the cell. Furthermore, the grid is divided into segments; each
segment contains a number of cells. The nodes inside one
segment construct one geographical cluster.

Fig. 1 shows a grid of four clusters, and each cluster consists
of 25 cells. Each node is aware of the size of the grid and
the clusters, as well as the size of each cell. Therefore, a node
can determine which cell and cluster it currently resides in by
mapping its GPS location into coordinates in the grid.

A key property of the RLSMP is that nodes are grouped into
geographical clusters. Consequently, the location information is
restricted in a geographical cluster in the network. This explains
the strategy of the protocol in denoting the central cell of each
cluster as a home region or a location-service-management
entity. Thus, nodes that are physically located in the central
cell of one cluster are responsible for storing current location
information about all nodes that belong to that cluster. This
central cell is called the location service cell (LSC). Thus, the
location information is locally kept inside one cluster.

The CL aggregates the location information about all the
nodes in its cell and forwards the aggregated control message
to the LSC of its cluster. Specifically, each CL stores detailed

Fig. 2. Square-cell modeling. (a) Cell model with r = 2 rings. (b) Corre-
sponding states aggregation.

information about the mobile nodes that it manages. This
information contains the node ID, the X–Y coordinates of the
node location, the time of the last update, and the velocity and
direction of the node movement. Then, an aggregated location
message is forwarded to the LSC containing the summarized
information about the nodes in the cell. We maintain that intelli-
gently filtered or summarized information about the location of
nodes in the network is sufficient. Therefore, it is not necessary
to send the detailed information to the LSC since the desired
level of details decreases with the increase in distance and time.

Hence, the cost of location updating involves two terms. The
first term is due to the messages that are sent by the mobile
nodes to the CL to update their locations within the cell. The
second term is related to the LSC updates that are sent from
the CLs to the LSC to update the location information of the
nodes that reside in that cluster. We refer to the first term as the
CL updating cost and to the second term as the LSC updating
cost. These terms will be thoroughly discussed in the following
sections.

A. CL Updating in the RLSMP

As stated before, the CL tracks the mobility of nodes within
the cell and keeps the mobile node location information up-to-
date. For each movement, a mobile node updates its location
to the CL as follows. The decision of CL updating is based
on the mobile node’s location relative to the center of the
cell. By analyzing this information, the mobile node can make
a decision without consulting other nodes, which minimizes
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the overhead. Specifically, the mobile node sends its current
location information to the central cell element using the ge-
ographical routing each time it crosses one cell element [see
Fig. 2(a)]. In this figure, we consider one cell with a side
length of l divided into 25 cell elements. Thus, the CL-updating
procedure is performed whenever the mobile node moves a
distance d from its current location, where d depends on the
transmission range Tr of the mobile node. All nodes residing
in the central cell element will then receive these messages
and can act as CLs. Note that in geographical routing, each
node must periodically transmit HELLO messages to its one-
hop neighbors to allow nodes to know the position of their
neighbors.

It is important to note that the assumption of having at least
one node in the central cell element is suitable for urban dense
areas, which is the case considered in this paper, since the road
density in cities is relatively high. Note also that this assumption
can be relaxed when using the road infrastructure. Indeed, the
roadside unit (RSU) can act as a fixed CL, where we store the
detailed information about the mobile nodes in that cell.

In addition, each mobile node is aware of the current cell
boundary. Therefore, each time the mobile node crosses the
boundary of the current cell, it informs the old CL about its
movement. At the same time, it announces itself to the new CL
by sending an update message to the center of the new cell.
In our protocol, the boundary of one cell is estimated by the
number of rings r around the central cell element. r is translated
into an upper bound that triggers the renewal process, as shown
in Section IV.

It is worth noting that when the CL is about to leave a central
cell element, it looks into its local table and chooses a mobile
node that is closer to the center of the cell with minimum
velocity V . This node is selected as the new CL and, hence,
will receive from the old CL all the stored information about
the mobile nodes located in the cell. This information is, in
fact, piggybacked to the new CL by means of the HELLO
message that is sent from the old CL to its one-hop neighbors
(i.e., beaconing mechanism). This mechanism is employed by
all geographical routing-based protocols (e.g., SLURP, XYLS,
and HLS) since each node must periodically transmit HELLO
messages to its one-hop neighbors to allow the nodes know
the position of their neighbors. Hence, the proposed scheme
does not introduce additional overhead from the CL changing
process.

B. LSC Updating in the RLSMP

The LSC is defined as the central cell of a cluster whose
member nodes are responsible for keeping track of all the
mobile nodes that are located in the cluster. The RLSMP relies
on aggregating and forwarding the location updating messages.
This process is achieved by all CLs residing in the cluster and
must be synchronized among them. Indeed, a time schedule,
which is denoted by Time_to_Send, is used in each CL to
know when to begin sending the aggregated message. Recall
that in each cell, the CL is responsible for forwarding the
aggregated packets of all mobile nodes residing in the cell.
Each CL stores detailed information about the mobile nodes
that it manages. This information contains the node ID, the

X–Y coordinates of the node location, the time of the last
update, and the velocity and direction of the node movement.
At the same time, the CL forwards summarized information
(node ID, cell ID, and time stamp) about those nodes to the
LSC of its cluster. The forwarding zone is defined by the tree
structure (shown in Fig. 1), which visits the CLs. In this figure,
the arrows represent flows of message aggregation, and each
square represents a cell with one CL. When a CL receives
location information messages from another CL in its subtrees,
it collects and combines them into one aggregated message,
which is forwarded to its parent until it reaches the LSC of
the cluster. Such message aggregation process effectively sup-
presses the number of itinerant messages in the whole network.
The LSC updating algorithm is described by the pseudocode in
Algorithm 1.

Algorithm 1 Location Information Updating Algorithm
1: In one Cluster do:
2: if (Cell Leader) then
3: Save detailed information (nodes_ID, X, Y, V, Dir) in

local_table;
4: Aggregate summarized information (nodes_ID,

Cell_ID, Time Stamp);
5: if (packet_size ≥ packet_size_limit) then
6: Go to step 13;
7: else
8: Continue aggregation in the same packet;
9: if (Time_to_Send) then

10: Go to step 13;
11: end if
12: end if
13: Send the aggregated message to the next Cell Leader

in the downstream direction toward the LSC;
14: if (next Cell Leader is the LSC) then
15: Stop;
16: end if
17: end if

Using this strategy, nodes located in the center of the LSC
can act as a CL of that LSC. This “special” CL has detailed
information of the mobile nodes of that LSC, as well as summa-
rized information of all nodes belonging to the corresponding
cluster. Hence, LSC renewal depends on the renewal of this
“special” CL. This latter operation follows the same proce-
dure stated above in Section III-A, i.e., using the beaconing
mechanism.

C. Location-Information Retrieval in the RLSMP

The RLSMP is the first protocol that uses message aggre-
gation in location querying. The steps involved in location
querying are as follows. When a vehicle wants to communicate
with another one, it forwards a query to the CL, which aggre-
gates the querying messages and forwards them to the location
servers, i.e., the nodes that are located in the local LSC. If the
queries are answered by the local LSC, i.e., the destinations
are registered in the same cluster as the source nodes, we call
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Fig. 3. Spiral shape of the location-information retrieval.

this query a local query. Otherwise, the query is called a global
query, where the destinations are located in a cluster other
than the local cluster of the source nodes. In this case, the
local LSC does not directly forward global queries; instead,
they are delayed for a prespecified time. This delay is essential
for aggregating queries that are sent by the vehicles residing
in that cluster. The forwarded aggregated queries pass through
the different LSCs, as shown in Fig. 3. They are forwarded in
a spiral shape around the local LSC, where this spiral shape
visits all surrounding LSCs until it finds information about
the destinations’ location. The nodes inside the visited LSCs
will make use of the information stored in their own tables to
determine the destinations’ IDs.

The use of the spiral shape is motivated by the fact that
any location service protocol has to account for the locality
awareness property of VANETs [23], [24]. Indeed, the commu-
nication patterns in VANETs are almost local (i.e., within the
same geographical area) [23], [24]. In the proposed scheme,
this is achieved by exploring the source nodes’ vicinity since
the destination search begins in clusters surrounding the local
cluster of the source nodes. In addition, as opposed to broad-
casting or multicasting trees, the spiral shape minimizes the
communication overhead and saves bandwidth. This querying
algorithm of the RLSMP is described by the pseudocode in
Algorithm 2.

Algorithm 2 Querying Algorithm
1: In the network do:
2: if (Cell Leader) then
3: Save detailed information (srcs_ID, X, Y, V, Dir,

Dst_ID) in local_table;
4: Aggregate summarized information (srcs_ID, Cell_ID,

Dst_ID, Time Stamp);
5: if (packet_size ≥ packet_size_limit) then
6: Go to step 13;
7: else
8: Continue aggregation in the same packet;
9: if (Time_to_Send) then

10: Go to step 13;
11: end if
12: end if
13: Send the aggregated message to the next Cell Leader

in the downstream direction toward the LSC;
14: if (Dst_ID is found) then

15: Go to step 29;
16: else
17: if (Next Cell Leader is LSC) then
18: Look up in the surrounding 8 LSCs;
19: if (Dst_ID is found) then
20: Go to step 29;
21: else
22: Continue Lookup by enlarging the spiral around the

source LSC to cover all network;
23: if (Dst_ID is found) then
24: Go to step 29;
25: end if
26: end if
27: end if
28: end if
29: Send a reply packet to the source node;
30: if (the source node receives the reply packet)} then
31: Stop;
32: end if
33: end if

It is worth noting that, for both the SLURP [17] and the HLS
[21], since the structure of these two protocols assumes that
each mobile node in the network has its own home region, it is
difficult to aggregate the messages and then send them to the
different home regions. Thus, in this case, updates and queries
are sent individually to the corresponding home regions. On
the other hand, the XYLS [20] can support aggregation since
update and query messages can be sent in the whole column or
row. However, this process is not considered in the XYLS [20].
Indeed, according to [20], each node will individually send its
own updates and queries since the mobile nodes are free to
move and traverse the network frequently.

In Section IV, we present a framework for analyzing the
behavior of the location-management scheme of the RLSMP.
We develop Markovian models to estimate the communication
overhead. The obtained results will be used, in a latter stage,
to derive the protocol performance metrics such as the cell-
boundary crossing rate, the location update cost, and the loca-
tion query cost.

IV. FRAMEWORK FOR

LOCATION-MANAGEMENT ANALYSIS

Here, we derive analytical expressions for both location
updating and querying costs of the RLSMP. Table I describes
the parameters that are used in the analysis.

A. Location-Updating Cost

As stated before, the location-updating cost in the RLSMP
involves two terms. The first term is pertaining to the messages
that are sent by the mobile nodes to the CL to update their
locations within the cell (i.e., CL updating cost). The second
term is related to the updates that are sent from the CLs to the
local LSC to update the location information of the nodes that
reside in that cluster (i.e., LSC updating cost).

1) CL Location-Updating Cost: In this paper, we consider
the square-based 2-D model. As opposed to [25], where the
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TABLE I
LIST OF PARAMETERS

focus is on n-subarea cells that form a diamond-shape cluster,
our focus here is on the cell itself. Typically, a cell with a side
length of l is divided into n × n square cell elements that form
a grid (see Fig. 2). We call n the cell-side-length multiplicity.
The side length d of each cell element is determined such that
each node Di in the cell element i can directly communicate
(i.e., in one hop) with a node Dj that is located in the adjacent
cell element j. In this case, d = Tr/

√
5.

In this paper, we consider first a general 2-D random-walk
model as in [25]–[28]. Consequently, under this model, the mo-
bile node can move to one of the neighboring cell elements with
equal probability p (p = 1/4). However, the general method-
ology we present applies to other mobility models as well,
specifically, models that have approximately exponential distri-
bution times. These include many popular mobility models like
random direction and random waypoint. In addition, by using
different values of the probability pk such that

∑4
k=1 pk = 1,

different nonrandom mobility patterns can be generated. For
example, for the Manhattan mobility model [29], the probabil-
ity of moving right or left is 0.25, and the probability that the
mobile node moves in the same direction is 0.5.

Fig. 2(a) represents an example of the cell model used in this
paper when n = 5. The cell contains the CL’s area surrounded
by r = �n/2� = 2 rings of cell elements. Each element is
referenced by the ring label and its position inside that ring,
which determines the mobile node’s position with respect to
the CL. For example, cell elements belonging to ring 1 are
referenced by Aj

1, 1 ≤ j ≤ 8, those belonging to ring 2 are
referenced by Aj

2, 1 ≤ j ≤ 16, and so on. To generalize, let
i = 0, 1, . . . , r designate the ith ring away from the CL. The
CL is denoted by A0

0. Cell elements belonging to ring i are
referenced by Aj

i , 1 ≤ j ≤ 8i.
Let X(t) be the mobile node’s location within the cell at

time t. The sojourn time of a mobile node in each element
Aj

i is assumed to be exponentially distributed with mean 1/μ.
{X(t), t ≥ 0} is, therefore, a Markov process with continuous
time and finite state space E ={Aj

i |0≤ i≤r, 1≤j≤8i}. Recall
that our main objective is to determine the mobile node’s posi-
tion within the cell to predict its evolution. According to its next

location, we can compute the CL location-update cost as well
as the cell-boundary crossing rate corresponding to the RLSMP.

The resolution of the Markovian chain X(t), as defined
above, is time consuming. Moreover, this chain suffers from
the state space explosion problem mainly when the number of
rings is high. To avoid this issue, we extract a new chain Y (t)
from X(t) by aggregating its states. In other words, all the
states where the mobile node exhibits exactly the same behavior
will be aggregated. Hence, the size of the state space E will
be reduced. To achieve this, we make use of the symmetric
property of the 2-D model. The algorithm to perform the state
aggregation is described as follows.

1) Let Aj
i denote the cell element that contains the mobile

node. As presented in Fig. 2(a), state A1
i is chosen to be

the one at the top of state A1
i−1. Subsequently, each ring

i consists of 8i elements labeled in a clockwise direction
as A1

i , . . . , A
8i
i . Let Aj∗

i denote the new aggregated state
of the cell, where i always designates the ring reference,
and j∗ is the state label inside the ring. Since all cells
of the cluster have the same size, the aggregated states
Aj∗

r+1 located at the ring r + 1 represent the boundary
states of the cell under consideration. These states will
be denoted by Āj∗

r .
2)

Start with i = 1;
until (i = r)
Repeat {

set A0∗
i = Ai =

⋃
0≤j≤3

A2ij+1
i

For m = 1 to m = i
set Am∗

i =
⋃

0≤j≤3

A2ij+m+1
i +

⋃
1≤j≤4

A2ij−m+1
i

i = i + 1;
}
set Ā0∗

r = Ār =
⋃

0≤j≤3

A
2j(r+1)+1
r+1

For m = 1 to m = r
set Ām∗

r =
⋃

0≤j≤3

A
2j(r+1)+m+1
r+1 +

⋃
1≤j≤4

A
2j(r+1)−m+1
r+1

For instance, for r = 2, we obtain the following aggregated
states:

A0∗
0 =A0 =

{
A0

0

}
A0∗

1 =A1 =
{
A1

1, A
3
1, A

5
1, A

7
1

}
A1∗

1 =
{
A2

1, A
4
1, A

6
1, A

8
1

}
A0∗

2 =A2 =
{
A1

2, A
5
2, A

9
2, A

13
2

}
A1∗

2 =
{
A2

2, A
4
2, A

6
2, A

8
2, A

10
2 , A12

2 , A14
2 , A16

2

}
A2∗

2 =
{
A3

2, A
7
2, A

11
2 , A15

2

}
Ā0∗

2 = Ā2 =
{
A1

3, A
7
3, A

13
3 , A19

3

}
Ā1∗

2 =
{
A2

3, A
6
3, A

8
3, A

12
3 , A14

3 , A18
3 , A20

3 , A24
3

}
Ā2∗

2 =
{
A3

3, A
5
3, A

9
3, A

11
3 , A15

3 , A17
3 , A21

3 , A23
3

}
.

For ease of use, the aggregate states were assigned numbers
as follows [see Fig. 2(b)]:

A0 → 0, A1 → 1, A1∗
1 → 1∗, A2 → 2, A1∗

2 → 2∗

A2∗
2 → 2∗∗, Ā2 → 2̄, Ā1∗

2 → 2̄∗, Ā2∗
2 → 2̄∗∗.
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Theorem: Let F = {A0, A1, A
1∗
1 , . . . , Ai, A

1∗
i , . . . , Ai∗

i , . . . ,
Ar, A

1∗
r , . . . , Ar∗

r , Ār, Ā
1∗
r , . . . , Ār∗

r } designate the state space
of the new chain Y (t) obtained from the aggregation of the
initial Markovian chain X(t). The resulting aggregated process
Y (t) is also Markovian.

Proof: For convenience, we denote by Fi each
state of the set F and by M = (r + 1) × (r + 4)/2
the set size. Let Qinit designate the generator matrix
of the initial Markov chain X(t). We arrange the
states of E according to the space F partitions (i.e.,
E = { A0

0︸︷︷︸
F1

, A1
1, A

3
1, A

5
1, A

7
1︸ ︷︷ ︸

F2

, A2
1, A

4
1, A

6
1, A

8
1︸ ︷︷ ︸

F3

, A1
2, A

5
2, A

9
2, A

13
2︸ ︷︷ ︸

F4

A2
2, A

4
2, A

6
2, A

8
2, A

10
2 , A12

2 , A14
2 , A16

2︸ ︷︷ ︸
F5

, A3
2, A

7
2, A

11
2 , A15

2︸ ︷︷ ︸
F6

, . . .}).

In this case, the infinitesimal matrix Qinit can be written as an
S × S matrix (S = 1 + (

∑r+1
i=1 8i) − 4) and has the following

form:

Qinit = (Bms)1≤m,s≤M

where Bms is the block matrix corresponding to the transition
probabilities between each element of the set Fm and the set Fs.
In addition, these blocks verify the constant-row sum property
[30]. In other words, we have

∀ i,
∑

j

(Bms)ij is a constant, denoted by cms (cms ≥ 0).

Thus, according to [30], the resulting aggregated process is
Markovian. To illustrate this result, let us revisit the example
of Fig. 2(b) where r = 2. As discussed before, and according
to the state-aggregation algorithm, the state space E of the
initial Markov chain X(t) can be arranged with respect to the
partition F . The generator matrix Qinit of the process X(t) can
be written as in (1), shown on the bottom of the next page,
where a = pμ, and b = −4pμ. It is obvious to see that each
block matrix justifies the constant-row sum property. The new
generator matrix Qaggr of the aggregated Markov chain Y (t)
is, therefore, given by

Qaggr =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

A0 A1 A1∗
1 A2 A1∗

2 A2∗
2 Ā2 Ā1∗

2 Ā2∗
2

b 4a 0 0 0 0 0 0 0
a b 2a a 0 0 0 0 0
0 2a b 0 2a 0 0 0 0
0 a 0 b 2a 0 a 0 0
0 0 a a b a 0 a 0
0 0 0 0 2a b 0 0 2a
0 a 0 0 2a 0 a+b 0 0
0 0 a a 0 a 0 a+b 0
0 0 0 0 2a 0 0 0 2a+b

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(2)

The associated state transition diagram (i.e., for r = 2) is
depicted in Fig. 4.

It is important to note that the proposed analytical model
uses a new feature to reduce constraints on mobile movements
and provide a more-realistic roaming scenario with minimal
assumptions compared with that reported in [25]. Indeed, in
[25], all boundary cells are aggregated into one state called
the absorbing state. In our model, we use rather a set of

Fig. 4. State transition diagram of the aggregated Markov chain for r = 2.

aggregate states (i.e., original states) to trace user movement
within one cell and then use a set of special (bar) states when
crossing the boundary of this cell (i.e., for the boundary cells).
Consequently, we model the mobile node’s movement to enter
the original states again from the special states once the mobile
node starts moving within the new cell.

To illustrate this, let us consider again the example of
Fig. 2(b). In this figure, as long as the mobile node moves within
the same cell, it is in one of the main aggregate states, i.e.,
1, 1∗, 2, 2∗, or 2∗∗. The transitions to the bar states indicate
that the mobile node moves to a boundary state in an adjacent
cell. When the mobile node starts moving in the new cell, for
example, when it moves from state 2̄ to 2̄∗ in the new cell, our
proposed model binds to the normal states (i.e., original states),
indicating that the mobile node has now started moving in cell
elements belonging to the same new cell. This is shown by the
transitions from the bar states (i.e., 2̄, 2̄∗, and 2̄∗∗) to the normal
states in Fig. 4.

Steady-State Probabilities: Based on the state transition dia-
gram of the aggregated Markov chain (see Fig. 4 where r = 2),
we can obtain the steady-state probability for state Fi (i =
1, . . . ,M). Denote by Πi and Π(m)

i [i = (0, 1, . . . , r) and m =
(1, . . . , i)] the stationary probability of the system for aggre-
gated states Ai and Am∗

i , respectively. Denote also by Πr̄

and Π(m)
r̄ , m = (1, . . . , r) the stationary probability of the

system for the boundary states. The balance equations for the
aggregated Markov chain are recursively obtained ∀r ≥ 2 as
follows:⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

Π0 = pΠ1

Π1 = 4pΠ0 + 2pΠ(1)
1 + pΠ2 + αpΠ2̄

∀ 2 ≤ i ≤ r − 1
Πi = pΠi−1 + pΠi+1 + pΠ(1)

i + βpΠ ¯i+1

Πr = pΠr−1 + pΠ(1)
r + pΠ(1)

r̄

(3)

⎧⎪⎪⎨
⎪⎪⎩

Π(1)
1 = 2pΠ1 + pΠ(1)

2 + αpΠ(1)

2̄
∀ 2 ≤ i ≤ r − 1
Π(i)

i = pΠ(i−1)
i + pΠ(i)

i+1 + βpΠ(i)
¯i+1

Π(r)
r = pΠ(r−1)

r + pΠ(r−1)
r̄

(4)

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

∀ 2 ≤ i ≤ r − 1, j = 1
Π(1)

i = 2pΠi + pδΠ(1)
i−1 + pδΠ(2)

i + pΠ(1)
i+1 + βpΠ(1)

¯i+1
∀ 2 ≤ j ≤ r − 2 and j + 1 ≤ i ≤ r − 1
Π(j)

i = pΠ(j−1)
i + pδΠ(j)

i−1 + pδΠ(j+1)
i

+ pΠ(j)
i+1 + βpΠ(j)

¯i+1

(5)
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⎧⎪⎪⎨
⎪⎪⎩

Π(1)
r = 2pΠr + pΠ(1)

r−1 + pΠ(2)
r + 2pΠr̄ + pΠ(2)

r̄

∀ 2 ≤ j ≤ r − 1
Π(j)

r = pΠ(j−1)
r + pθΠ(j)

r−1 + pθΠ(j+1)
r

+ pθΠ(j+1)
r̄ + pΠ(j−1)

r̄

(6)

⎧⎨
⎩

3pΠr̄ = pΠr

∀ 1 ≤ j ≤ r − 1, 3pΠ(j)
r̄ = pΠ(j)

r

2pΠ(r)
r̄ = 2pΠ(r)

r

(7)

where

α =
{

1, if r = 2
0, otherwise

; β =
{

1, if i = r − 1
0, otherwise

δ =
{

2, if i = j + 1
1, otherwise

; θ =
{

2, if j = r − 1
1, otherwise

r∑
i=0

Πi +
r∑

i=1

i∑
j=1

Π(j)
i + Πr̄ +

r∑
j=1

Π(j)
r̄ = 1. (8)

(1)
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Given the balance equations (3)–(7) and the normalization
equation (8), the steady-state probabilities of the aggregated
Markov chain can be derived. In the following, the obtained
results will be used to derive the cell-boundary crossing rate
and the CL location updating cost.

Cell-boundary crossing rate: Let Pb denote the probabil-
ity that a mobile node crosses the cell boundary when moving
within the cell. Such a situation happens when the mobile node
is located either at the ring r of the cell or at the boundary states,
and it moves in the direction that increases the number of rings
with respect to the current cell. Based on the above analysis,
this probability can be given by

Pb = p ×

⎛
⎝Πr + Πr̄ + Π(r)

r + Π(r)
r̄ +

r∑
j=1

(
Π(j)

r + Π(j)
r̄

)⎞⎠ .

(9)

CL location update cost: Let CLupdates denote the cost
of CL location updates when the mobile node moves within the
cell. According to the node mobility, this cost can be written as
follows:

C1 = Costintra + Costinter (10)

where Costintra and Costinter, respectively, denote the signaling
cost of location updates when the mobile node moves within the
same cell (i.e., intracell movement) and when the mobile node
crosses the cell boundary (i.e., intercell movement). Using the
results of Section IV, the expressions of Costintra and Costinter

are given as

Costintra =
r−1∑
i=1

2pi(2i + 1)Πi +
r−1∑
i=1

i∑
j=1

4p(i + j)Π(j)
i

+ p(3r + 1)Πr + 2p(2r − 1)Π(r)
r

+
r−1∑
j=1

p(3r + 3j − 1)Π(j)
r (11)

Costinter = p(2r + 1)(Πr + Πr̄) + p(4r + 1)
(
Π(r)

r + Π(r)
r̄

)
+

r∑
j=1

p(2r + 2j + 1)
(
Π(j)

r + Π(j)
r̄

)
(12)

where r = 0.5(n − 1).
2) LSC Updating Cost: To evaluate the LSC updating cost,

we define a new term: the number of cell rings R. From Fig. 5,
we distinguish between the number of rings of cell elements r
and the number of cell rings R. For example, the first eight cells
surrounding the local LSC are called the first cell ring, the next
16 surrounding cells are called the second cell ring, and so on.
In this figure, the number of cell rings R is equal to 2, and the
number of rings of cell elements r is also equal to 2.

To calculate the LSC updating cost, we consider three main
factors as follows.

Node density: The LSC updating cost is proportional to
the number of nodes in one cell. Recall that in each cell, the
CL is responsible for forwarding the aggregated packets of all
mobile nodes residing in that cell. Therefore, the LSC updating
cost (in terms of bytes) is proportional to γ(nd)2u1, where u1

Fig. 5. Distance between the CLs and their LSC in one cluster.

TABLE II
DETAILS ABOUT u1 AND u2 IN THE NUMBER OF BYTES [32]

is the number of bytes that represent the data for one specific
node (see Table II), and γ is the vehicle density measured in
nodes per square kilometer.

Cluster size: The average distance of the different CLs
from the local LSC depends on the cell-side-length multiplicity
n and the number of cell rings R around the LSC. In Fig. 5, the
number assigned to the CL of each cell is the distance between
that CL and the local LSC in terms of the cell side length l.
Recall that l = nd. Therefore, to calculate the average distance,
we use the power series as follows:

Dave =
nd

(2R + 1)2

(
R∑

i=1

4i ((2R + 1) − i) +
R∑

i=1

4i2

)

=
nd

(2R + 1)2

R∑
i=1

4i(2R + 1)

=
nd

(2R + 1)
2R(R + 1). (13)

Updating frequency: Recall that the aggregating and for-
warding processes in the RLSMP are synchronized using the
time schedule Time_to_Send. This time schedule represents
the LSC updating frequency.

By considering the three factors mentioned above, we can
formulate the LSC updating cost (in terms of bytes × hops /
second) as follows:

C2 = fu
nd

(2R + 1)
2R(R + 1)

z
γ(nd)2u1 (14)

where fu denotes the frequency of sending the aggregated
updates, and z denotes the average forward progress made
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toward a destination in the course of one transmission [17].
Note that z depends on the transmission range Tr and the
average node density γ. In this paper, we assume that both Tr

and γ are constant; hence, z is constant.

B. Location-Querying Cost

In the RLSMP, we distinguish between local and global
queries. Local queries correspond to those answered by the lo-
cal LSC inside one cluster (i.e., both the source and destination
nodes are registered in the same cluster). On the other hand,
in global queries, other LSCs will be involved in the location
query process to find the destinations’ IDs.

1) Local Query: When a vehicle wants to communicate
with another node, it forwards a query to the CL of the cell
at which it resides. The simple case happens when both source
and destination nodes reside in the same cell. In this case, the
CL directly informs the source with the destination location.
Otherwise, a timer is triggered by the CL to begin aggregating
the querying messages and forwarding them to the local LSC.
Following the same steps as above, the overhead introduced by
this kind of query can be determined as follows:

C3 = plfq
nd

(2R + 1)
2R(R + 1)

z
γ(nd)2u2 (15)

where fq and u2 denote the frequency of sending the queries
and the average query packet size, respectively. Recall that in
VANETs, the traffic pattern is assumed to be local. Therefore,
we assume in our analysis that the probability of initiating a
query is exponentially decaying, as shown by the following:

2∑
i=1

pi = pl +
pl

2
= 1. (16)

This means that the probability of local querying (i.e., pl) is
higher than that of global querying (i.e., 1 − pl).

2) Global Query: If the destination is not located in the
local cluster where the source node resides, the query is called a
global query. For simplicity, let us refer to the first eight clusters
surrounding the local LSC as the first cluster ring. The next 16
surrounding clusters correspond to the second cluster ring, and
so on. The global querying cost is affected by the following
three factors: node density, network size, and global querying
probability.

Node density: The global querying cost is proportional
to the number of nodes in one cluster. Therefore, the global
querying cost (in terms of bytes) is proportional to γ(2R +
1)2(nd)2u2.

Network size A: The distance traveled from the local LSC
to the first LSC, which is located in the first cluster ring, is
equal to (nd)(2R + 1). Thus, the distance traveled to visit the
ith cluster ring (i = 0, . . . , Rc) is 8i(nd)(2R + 1), where Rc

denotes the number of rings of clusters in the network. This
parameter can be given as

Rc =
√

A

2(2R + 1)(nd)
− 1

2
. (17)

Querying frequency: Recall that fq designates the fre-
quency by which the nodes send the queries, and 1 − pl corre-
sponds to the probability of a global query. The cost of sending
the queries from the local LSC to the surrounding LSCs can be
given as follows:

Costq = (1 − pl)fq
8u2γ(2R + 1)3(nd)3

z

Rc∑
i=1

i

= (1 − pl)fq
8u2γ(2R + 1)3(nd)3

2z
Rc(Rc + 1). (18)

Hence, the global querying cost C4 is expressed as

C4 =
(1 − pl)C3

plγ(nd)2
+

Costq
γ(2R + 1)2(nd)2

(19)

where the first term corresponds to the normalized cost related
to the queries sent from the CLs to the local LSC, and the
second term is the normalized cost of forwarding the queries
from the local LSC to the surrounding ones.

V. FORMULATING THE TOTAL CONTROL OVERHEAD AS

AN OPTIMIZATION PROBLEM

Here, we address the optimal values of the cell-side-length
multiplicity n and the number of rings of cells R in one cluster
that minimizes the total control overhead.

Based on the above analysis, this cost is defined as the sum
of the total updating cost, which includes both the CL updates
(i.e., C1) and the LSC updates (i.e., C2), as well as the total
querying cost that comprises the local queries (i.e., C3) and the
global queries (i.e., C4).

Consequently, we formulate the problem as a simple opti-
mization problem with the following objective function:

min
n,R

4∑
i=1

Ci (20)

subject to

n ∈
[
1, 2, . . . ,

⌊√
A

d

⌋]
(21)

R ∈
[
0, 1, 2, . . . ,

⌊√
A

(2R + 1)2(nd)2
− 1

⌋]
. (22)

The rational behind this is that, given a network of area A,
the network designer can compute the optimal values of n and
R by solving the above problem using total enumeration (see
Fig. 6). Thus, the total control overhead will be minimized, and
an optimal network structure will be formed.

VI. NUMERICAL AND SIMULATION RESULTS

Here, we compare the RLSMP with respect to the SLURP
[17], the XYLS [20], and the HLS [21] through both simula-
tions and analytical approaches. To evaluate the cost of location
updates and location queries by simulations, we developed a
discrete-event simulator.
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Fig. 6. Optimal communication cost. (a) Constant R. (b) Constant n.

The simulation environment consists of a large-scale wireless
ad hoc network. A number of nodes N are randomly generated
within the network. The resulting network is considered only if
all nodes maintain connectivity between them, i.e., there is at
least a path that connects each pair of nodes.

In our experiments, the density γ of the nodes in the network
is kept constant and is equal to 8 nodes/km2. In this case,
N is varied between 160 and 4000 nodes. The mobility of
nodes is simulated using either a random-walk model or real
mobility patterns. Note that in the latter case, we used the
mobility traces of taxicabs in San Francisco, CA, provided
by Dartmouth University. These traces record the identity, the
physical location (i.e., X, Y locations), and the time that a
specific car has sent its updates for about 540 vehicles over a
period of 30 days [31]. The parameter settings in our experi-
ments are listed in Table III, where ts denotes the simulation
time, and V is the mobile node’s velocity. According to each
location-management policy, the location information updating
and querying costs are measured.

In this paper, we considered several scenarios by varying the
cell size (Figs. 7 and 8) and the network size (Figs. 9–15). In
all figures, we can see that the analytical and simulation curves
with respect to the 2-D random-walk model for the RLSMP
almost coincide, which illustrates the accuracy of our models.

TABLE III
PARAMETER SETTINGS

Fig. 7 plots the different CL update cost as a function of
the number of cell element rings r under the 2-D random-
walk model and real mobility patterns. In this case, r is varied
between 1 and 9 to represent different cell sizes (i.e., 1 ×
1 km, . . . , 6 × 6 km). Recall that the cell-side-length multiplic-
ity n is equal to (2r + 1), and the cell side length is equal to nd.
We can observe in Fig. 7 that the CL updates for all protocols
increase with r since the cell size increases. The optimal cost
of the CL updates depends on the CL position. Specifically, in
the SLURP and the HLS, the CL is randomly chosen inside one
cell, whereas the CLs of the XYLS are chosen to be all nodes
that are located along the cell column. Hence, the CL updates
are not optimal for these three protocols, as shown in Fig. 7.
The RLSMP, on the other hand, reduces the update cost since
the CL is located in the center of the cell. It is worth noting
that the cost of CL updates in the RLSMP is equivalent to the
cost of intracell movement when r is large, as it is a dominant
cost. This is clearly shown in Fig. 7(b) when real mobility
patterns are used. Indeed, the probability of crossing the cell
boundary by a mobile node decreases with r, as shown in Fig. 8,
which implies that the cost of intercell movements becomes
nondominant compared with that of intracell movements for
both mobility traces.

In addition, we can notice that the communication cost for
all protocols (except for the XYLS) using real mobility patterns
is lower than that for the random-walk model, as shown in
Fig. 7(c). Moreover, from Fig. 8, we can see that the probability
of crossing the cell boundary for the RLSMP is higher under
the random-walk model than under real mobility patterns. This
means that the random walk represents the worst-case scenario,
as observed in [29], which illustrates the accuracy of our
analytical model.

Fig. 9 depicts the LSC update cost (in terms of bytes) of
all underlying protocols as a function of the network area A
under the 2-D random-walk model. In this experiment, the
network size is varied from 20 to 590 km2. Like the CL update
cost, the LSC update cost using the SLURP, the HLS, and the
XYLS is higher than that of the RLSMP. The reason is that,
in the SLURP, the HLS, and the XYLS, the distance between
the mobile node and its location servers dramatically grows
with the network size since the location servers are randomly
chosen in the network for the SLURP and HLS cases and along
the network column for the XYLS case. This allows a longer
forwarding path to be formed and more byte transmissions.
Note that for the HLS, the updating cost is less than that of
the SLURP and the XYLS since it does not require the mobile
node to update the faraway home regions unless it crosses the
higher level boundary. On the other hand, when considering the
RLSMP, the optimal values of the side length multiplicity n
and the number of cells per cluster R are used for each value
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Fig. 7. CL updating cost. (a) Random-walk mobility model. (b) Real mobility patterns. (c) Comparison between both mobility models.

Fig. 8. Cell-boundary crossing probability.

Fig. 9. LSC updating cost.

of A. In this regard, the optimal solution for the optimization
problem described in Section V that minimizes the total control
overhead also minimizes the LSC updating cost term that is
included therein.

Fig. 10 presents the location-information query of all proto-
cols as a function of the network size under the 2-D random-
walk model. In this experiment, we also varied the network size

Fig. 10. Location-information query cost.

Fig. 11. Total communication overhead with optimal values of n and R.

A from 20 to 590 km2. For each value of A, we used the same
values for n and R that minimize the total overhead. We can
see in Fig. 10 that the RLSMP also reduces the location query
cost since it incorporates the locality awareness. Indeed, the
queries are first forwarded to the LSCs in the mobile node’s
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Fig. 12. Communication overhead with different nodes’ velocity.

Fig. 13. Average query response delay.

Fig. 14. Impact of T ime_to_Send on the average query response delay for
the RLSMP.

vicinity. In the SLURP, the distance between the source and
the destination’s location server increases with the network size
since it is assumed that any two nodes in the network are equally
likely to communicate with each other. Considering the XYLS
scheme, the node can frequently move in the whole network.

Fig. 15. Average packet loss ratio during a query time.

This results in an increase in the distance between the mobile
node and the quorum (i.e., the cell where updating and querying
intersect) when the network size increases. Considering the
HLS, it is worth noting that although the source and destination
nodes are geographically close to each other, they are assumed
to be located in different levels due to the virtual boundaries
of the grid. This forces the query to travel to the destination
pointers that are randomly located in the higher levels. As a
result, the querying cost increases, as shown in Fig. 10.

Fig. 11 compares the total overhead of all protocols when
using our optimal RLSMP configuration. It confirms that the
RLSMP stands out as the best solution from the communication
overhead perspective. Fig. 12 shows the impact of the nodes’
velocity V on the total communication overhead. We note
that the increase in the nodes’ velocity mainly affects the CL
updating cost inside one cell since, in this case, the nodes will
send more frequent updates to the CL. It is worth noting that,
in our simulations, the nodes move with velocity that does not
exceed 70 km/h in the urban areas, and then, the reelection of
the CL occurs after 30 s, which is a reasonable time to transfer
the location information to the new CL.

Fig. 13 shows the average query response delay of all proto-
cols as a function of the network size under the 2-D random-
walk model. In this experiment, Time_to_Send is set equal
to 60 s. Each mobile node randomly sends one query per
Time_to_Send interval time. We can see in Fig. 13 that the
average response time per query for the RLSMP is lower than
that of the remaining schemes since the CL will receive the
response of all aggregated queries at the same time.

Fig. 14 shows the impact of the time schedule
Time_to_Send on the average query response delay for
the RLSMP under both mobility models (i.e., the 2-D random-
walk model and real mobility patterns). In this experiment,
Time_to_Send is varied between 30 and 180 s. From this
figure, we can notice that the average query response delay
increases with the increase in Time_to_Send for both mobility
models since the queries will be more delayed at the level
of the CL node to perform message aggregation. In addition,
we can notice again that the random-walk mobility model
represents the worst-case scenario, as observed in [29].
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Finally, Fig. 15 shows the average packet loss ratio during a
query time using the optimal values of n and R. We can observe
that the RLSMP yields the best performance compared with the
other schemes. This is related to the aggregation process in the
RLSMP since only a few aggregated packets will contend for
the channel access at the media-access-control layer compared
with the case in the SLURP, the XYLS, and the HLS. In
addition, we can see that the packet loss ratio remains almost
constant for all schemes. The reason is that, in our analysis, the
network density is assumed to be constant.

VII. CONCLUSION

In this paper, we have introduced the RLSMP, which is a new
location-service-management protocol that supports minimum
overhead and locality awareness in VANETs. The RLSMP
uses message aggregation that is enhanced by geographical
clustering to reduce signaling overhead. It also resolves the
localization of a destination node by using local search, which
begins by exploring the vicinity of the source node. Thus, we
avoid the relatively long distance signaling incurred in other
protocols in both location updating and querying processes.
Using both analytical and simulation approaches, we have
compared the RLSMP scheme with existing solutions (the
SLURP, the HLS, and the XYLS). To achieve this, first, we
have developed analytical models to evaluate both the location
updates and queries for a general 2-D random-walk model. In
addition, simulations have been conducted using real mobility
patterns to evaluate the performance of the protocol in real
mobility situations. Second, we have investigated the optimal
configuration of the RLSMP that minimizes the total signaling
cost. It has been concluded that the RLSMP achieves sub-
stantial communication overhead reduction and improves the
locality awareness when increasing the cell size as well as the
network size. As such, the RLSMP stands out as a promising
candidate for large-scale wireless ad hoc networks such as
VANETs.
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