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Abstract—The integration of external software in project development is challenging and risky, notably because the execution quality

of the software and the trustworthiness of the software provider may be unknown at integration time. This is a timely problem and of

increasing importance with the advent of the SaaS model of service delivery. Therefore, in choosing the SaaS service to utilize, project

managers must identify and evaluate the level of risk associated with each candidate. Trust is commonly assessed through reputation

systems; however, existing systems rely on ratings provided by consumers. This raises numerous issues involving the subjectivity and

unfairness of the service ratings. This paper describes a framework for reputation-aware software service selection and rating. A

selection algorithm is devised for service recommendation, providing SaaS consumers with the best possible choices based on quality,

cost, and trust. An automated rating model, based on the expectancy-disconfirmation theory from market science, is also defined to

overcome feedback subjectivity issues. The proposed rating and selection models are validated through simulations, demonstrating

that the system can effectively capture service behavior and recommend the best possible choices.

Index Terms—Software as a service (SaaS), software selection, service utility, review and rating, trust and reputation, risk

management, SLA monitoring.
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1 INTRODUCTION

GROWING competition within the IT industry has created
a strong incentive for developing solutions to support

more agile and more competitive businesses. The long-term
success of commercial off-the-shelf (COTS) software as a
time-effective alternative to custom “in-house” developed
solutions is still being compromised by the involved cost of
ownership, installation and maintenance time, and effort.
Therefore, the IT industry has started to move toward a new
model for software delivery—one that is easy to deploy,
maintenance-free, and cost-effective.

The Software as a Service (SaaS) model, where software
is delivered on-demand and priced on-use, has been made
possible by the widespread adoption of fast Internet
access, combined with the widespread acceptance of SOA-
based solutions. By reducing the cost of ownership and
alleviating the burden of software installation and main-
tenance, SaaS has gained popularity in recent years. As
enterprises have started to outsource some of their
software infrastructure and development projects to SaaS
vendors, the number of SaaS offerings has expanded
dramatically, even among vendors of traditional on-
premises software.

However, integrating outsourced software into project
development can be challenging or even risky. In particular,

the performance or quality of the external software may not
be satisfactory at the time of execution. SaaS somewhat
lowers this risk due to its on-use pricing. While traditionally
acquired COTS may be prohibitively expensive to replace
despite unsatisfactory performance, the SaaS model pro-
vides consumers with a looser, more flexible relationship to
software or service providers. To some extent, SaaS
provides a low-risk alternative to large investments. Never-
theless, the success of SaaS integration depends on the
behavior of the provider. Since the software is being
delivered as a service, it is hosted at, and maintained by,
the provider, leaving the consumer with a low degree of
control on its performance. As long as the service provider
fulfills its obligations to the consumer—provides the
needed support, undertakes the required management
and maintenance tasks, and generally behaves well—then
the risks of failure remain low. However, the behavior of
service providers is unknown until the service is rendered.
The risk of bad behavior cannot be excluded and can have
adverse effects on the project outcomes.

An empirical study of the risk factors related to the
development using external software (COTS-like) compo-
nents along with associated risk reduction activities has
been reported in [1]. It showed that risk reduction at
software selection time is negatively correlated with
occurrences of most project development-related risks. In
fact, selection must be driven by quality constraints, with
selection time evaluation of component quality and choice
of appropriate service providers all essential to successful
integration. However, in practice, the evaluation of service
quality cannot be performed until the service is acquired.
Consequently, quality evaluation is typically limited to the
evaluation of quality offers by comparing the quality level
that providers promise to the quality requirements.
Compliance cannot be guaranteed at selection time, so it
is essential to choose a provider that is trusted to respect
its commitments.

IEEE TRANSACTIONS ON SOFTWARE ENGINEERING, VOL. 36, NO. 4, JULY/AUGUST 2010 559

. N. Limam is with the Division of IT Convergence Engineering,
POSTECH—Pohang University of Science and Technology, San31, Hyoja
Dong, Nam Gu, Pohang, Gyungbuk 790-894, Republic of South Korea.
E-mail: noura.limam@gmail.com.

. R. Boutaba is with the D.R. Cheriton School of Computer Science,
University of Waterloo, 200 University Avenue West, Waterloo, Ontario,
N2L 3G1, Canada. E-mail: rboutaba@uwaterloo.ca.

Manuscript received 28 Mar. 2008; revised 3 Apr. 2009; accepted 30 Nov.
2009; published online 6 Jan. 2010.
Recommended for acceptance by A. Wolf.
For information on obtaining reprints of this article, please send e-mail to:
tse@computer.org, and reference IEEECS Log Number TSE-2008-03-0120.
Digital Object Identifier no. 10.1109/TSE.2010.2.

0098-5589/10/$26.00 � 2010 IEEE Published by the IEEE Computer Society



The trustworthiness of service providers is commonly
measured by their reputations. Reputation systems not only
record and track providers’ behavior, but can create an
incentive for good behavior by providing consumers with
some control over market quality. However, existing
systems tend to rely on customers’ ratings of past service
experiences. This creates major issues in terms of sub-
jectivity and rating unfairness.

This paper introduces a framework for reputation-aware
software service selection and rating. The key characteristic
of the proposed framework is to automate both the selection
and the rating of software services, in this way not only
alleviating a potentially tedious and time-consuming task,
but also increasing the objectivity of the service quality
reports. The ultimate aim underlying the development of
the framework is to reduce at selection time the risk
associated with the utilization of external software services
in development projects. The service selection algorithm
acts as a user-centric and reputation-aware service recom-
mender while determining a service’s suitability to a
particular user’s preferences in terms of quality and cost.
As opposed to previous works on software service selection
where reputation is either neglected [2] or dealt with as any
quality parameter [3], service reputation is considered in
this work as a predictor for the conformance of service
offers to the resulting delivered service quality. In order for
a reputation mechanism to be fair and objective, it is
essential to compute reputation on the basis of fair and
objective feedbacks. While most of the works that addressed
this latter issue are on evaluating the fairness of existing
feedbacks [4], our work focuses instead on the process of
generating objective and fair feedbacks. Grounded on
works in the area of Service Level Agreement (SLA)
monitoring such as the one in [5], a computational model
is provided to objectively evaluate the delivered service
based on the actual measurement of the conformance of the
execution quality to the contracted SLA. A novel algorithm
is also devised to automate the rating process based on the
expectancy-disconfirmation theory from market science.

The remainder of the paper is organized as follows:
Section 2 discusses the motivations and the contributions of
this work. Our automated feedback and reputation computa-
tion models are described in Section 3, followed by our
automated service selection algorithm in Section 4. Section 5
presents the results of the simulation studies conducted to
evaluate the proposed system. Section 6 considers the
implications of these results and describes a number of topics
for future work. In Section 7, related works are studied and
compared to this work. Finally, Section 8 concludes the paper.

2 MOTIVATIONS AND CONTRIBUTIONS

Service selection is a multicriteria decision-making problem
whose resolution commonly involves a trade-off between
quality and cost. As explained before, there is no guarantee of
service quality at selection time; however, reputation can
help in predicting the likelihood of a quality offer to be met.
As a matter of fact, selection can translate into a three-criteria
decision-making problem involving reputation, quality, and
cost. This problem can be reduced to a single-criterion
decision-making problem provided that quality reputation

and cost are aggregated into a single selection metric.
Although recent literature works agree on the necessity of
considering reputation for service selection, there is no
general consensus on the role of reputation in decision
support. Considering service reputation as the aggregation
of “arbitrary” consumers’ feedback makes it hard to clearly
define what exactly feedback refer to (credibility, reliability,
etc.) and what exactly reputation stands for.

Ensuring the veracity of reputation reports is also a
critical issue. First, feedback can be subjective since it is
based on consumers’ “personal” expectations and opinions.
Second, consumers may have an “obstructed” view of a
service and its performance, especially when the latter is
part of a composite service. Third, reputation systems are
prone to attacks by malicious consumers who may give
false ratings and subvert service reputation. Generally, it is
harder to maintain a per-consumer reputation system than
a per-service reputation system, mainly because services are
less versatile, more traceable, and come in a smaller
number. Moreover, it is harder to manage user identities—
especially for malicious users who are likely to change
theirs quite often (e.g., sybil attacks [6]). Finally, consumers
may have little incentive to leave feedback; they are often
more eager to leave negative feedback when they are
dissatisfied with the experienced service than to leave
positive feedback when they are satisfied. This introduces a
bias against positive ratings and leads to unfair reputation
reports. For all of these reasons, the first step toward
establishing the foundations of an automated reputation-
aware selection framework is to unambiguously define the
feedback as a computable nonarbitrary metric and to devise
an objective rating system.

As shown in Fig. 1, our contributions range from feedback
computation to the derivation of the selection metric, and
include reputation calculation. The focus in this work is on
software services, contracted with monitorable Service Level

560 IEEE TRANSACTIONS ON SOFTWARE ENGINEERING, VOL. 36, NO. 4, JULY/AUGUST 2010

Fig. 1. Automated selection and rating framework.



Agreements (SLAs) [7]. Monitorable SLAs are a useful tool
that govern consumer-provider relationship. Fig. 2 shows a
short version of an SLA (say, for service GenericSaaS) as can
be found on the Web [8], [9], [10], [11] and in a more formal
representation [12]. From the customer’s perspective, the
SLA introduces a level of accountability and a means to
monitor service quality and performance. In this example,
two quality parameters are considered: uptime and response
time. The SLA also suggests that service uptime and response
time are estimated each 15-minute period in the billing cycle.
From the provider’s perspective, the SLA is used to set
realistic expectations (commitments in terms of service
quality—here uptime is set to 99.99 percent and response time
to 600 ms). SLAs also include methods of compensation
should the provider’s commitment not be met—in the
example, a credit defined as a percentage of total charges
paid by the consumer. Indeed, SLAs create an incentive for
good behavior among SaaS providers but still do not
guarantee any good behavior at service delivery time. For
this reason, we devise a proactive strategy for risk reduction
at selection time.

We introduce a rating function that makes use of quality
monitoring results and service cost to produce feedback.
Only measurable quality parameters are considered for
monitoring. Monitoring is achieved in compliance with the
SLA, i.e., the metrics used and the way measurements are
achieved must be the same as those described in the SLA.
Measurements are assumed to be conducted in a trustworthy
manner in order to be credible and accurate. Skene et al. [7]
suggest, for instance, the use of monitoring software
executing on trusted computing platforms or temper-proof

hardware. In addition to being possibly implemented on the
consumer’s and provider’s side, monitoring can also be
supported by third parties trusted by both the consumer and
the provider. Third parties will have to arbitrate any dispute
between the consumer and the provider. Third party
monitoring can be supported by the companies that manage
service directories since they are likely to be concerned with
the quality of the advertised services [13], or any specialized
companies hired to achieve QoS monitoring tasks [14]. The
trustworthiness of the monitoring system together with our
proposed rating function ensures the credibility of feedbacks.

We also propose a reputation derivation model that
aggregates all of the feedback into an overall rating (i.e.,
reputation) while taking into account the time factor for a
more realistic result. Finally, we devise a selection function
that derives a single selection metric out of the reputation of
the service as provided by the reputation system and the
offered quality and cost. In order for the selection metric to
be more compatible with the request of the consumer, we
allow the latter to define her/his preferences and priorities
in terms of the different aspects of the service offer.

3 AUTOMATED RATING AND REPUTATION

COMPUTATION MODELS

The goal of the rating function is to provide objective
feedback on a delivered service without human interven-
tion. We define in the following a feedback forecasting model
that translates service execution quality into feedback so
that any quality monitoring system can be enhanced with
such a rating function.

3.1 Feedback versus Satisfaction

In essence, feedback is a measure of a user’s satisfaction with
the service. Thus, it is necessary that the automated rating
process provide feedback that corresponds to the level of
satisfaction/dissatisfaction with service delivery. The expec-
tancy-disconfirmation theory from market science [15] pro-
vides a conceptual framework for the study of consumer
satisfaction versus service quality. According to this theory,
consumer satisfaction is the outcome of the comparison
between consumers’ preconsumption expectation and postcon-
sumption disconfirmation, where confirmed expectations lead
to moderate satisfaction, positively disconfirmed (i.e., ex-
ceeded) expectations lead to high satisfaction, and negatively
disconfirmed (i.e., underachieved) expectations affect satis-
faction more strongly than positive disconfirmation and lead
to dissatisfaction. This theory has been extensively used to
investigate the antecedents and consequences of consumer
satisfaction, as well as the inferred relationship with
customer retention. As a matter of fact, several customer
satisfaction models have been devised in the literature; Xiao
and Boutaba [16], for instance, present a network service-
oriented customer satisfaction model that links network
service quality to customer satisfaction and then to provider
revenue and profit.

Existing customer satisfaction forecasting models rely
mainly on customer’s expectation and perception, which are
inherently subjective concepts. We found our feedback
forecasting model on the former models, however, to ensure
the objectivity of our model, objective, nonarbitrary, and
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measurable parameters are substituted for the subjective
concepts. Namely, SLAs are used to quantify quality
expectations and trusted quality measurements (i.e., quality
monitoring results) to quantify quality perceptions (see
Fig. 3).

3.2 Mathematical Formulation

We use a single scalar metric to quantify quality perception.
This metric is basically the utility function of the delivered
service. Utility expresses the conformance of service execu-
tion quality to the agreement. The utility function can be
considered as the distribution function of the probability
that the observed quality meets the agreed quality level
during service execution. Thus, the utility function can be
estimated from quality monitoring results.

We denote by � the utility function of the service. Service
quality can be defined as a vector of N dimensions, where
N represents the number of quality parameters QoSdim ¼
Q1; Q2; . . . ; QN .

The utility function � is defined in [17] as a weighted
product of the utilities associated with each parameter Qi.
Compared to a weighted mean, which moderates the
impact of low utility levels, a weighted product better
reflects the intense impact that a failure in a single quality
aspect may have on the overall performance of a QoS-
sensitive service. For instance, high server response time
may cause the client side application to time out before the
service is properly rendered. From the consumer’s perspec-
tive, the impact of a high response time (i.e., low levels in
the response-time-related utility) should not be moderated by
the permanent availability of the service (i.e., high levels in
the uptime-related utility) as it leads to the failure of the
service from the consumer’s perspective.
� is expressed as follows:

� ¼
Y

Qi2QoSdim
F
cQi
Qi
; ð1Þ

where, for each QoS parameterQi inQoSdim, FQi
is a function

that gives the utility associated with the parameterQi and the
weight cQi

2 ½0; 1� reflects how much the user cares about
the quality parameter Qi. cQi

is user specific; in our model,
we consider cQi

¼ 1 for each parameter Qi. We also define
the function FQi

as the probability for a measured value

of Qi to meet the quality requirement. For instance, the

utility of a GenericSaaS is computed as follows:

� ¼ Fuptime � Fresponse-time.

3.2.1 Utility Computation

For each quality parameter Qi, domðQiÞ denotes the domain

of Qi, ðqiÞe the agreed (expected) value, and qi the

measured (perceived) value of Qi. We define the function

Accepti as follows:

Accepti :

domðQiÞ �! 0; 1

qi 7�! AcceptiðqiÞ ¼
1 if qi better than or

equal to ðqiÞe;
0; otherwise:

8<:
8>><>>:

ð2Þ

The Accepti function follows a Bernoulli distribution. The

probability pi for a measured qi to meet the quality

requirement ðqiÞe represents the utility of the quality

parameter Qi.
Let ni be the number of trusted accurate measurements

conducted on the quality parameter qi (i.e., the measure-

ments that conform to an accuracy constraint if any has

been agreed upon [7]). For each trusted measurement k,

ðqiÞk denotes the measured quality value and ðXiÞk the

associated AcceptiððqiÞkÞ. ðXiÞ1; ðXiÞ2; . . . ; ðXiÞni are inde-

pendent Bernoulli trials, identically distributed with success

probability pi, then

Yi ¼
Xni
k¼1

ðXiÞk � Binomialðni; piÞ: ð3Þ

Under certain conditions, an approximation to

Binomialðni; piÞ is given by the normal distribution

Normalðnipi; nipið1� piÞÞ. Because the normal approxima-

tion is not accurate for small values of ni, the normal

approximation is commonly used with the rule of thumb

nipi > 10 and nið1� piÞ > 10. It is worth noting that the

approximation does not apply well if the proportion of

successful measurements is too close to 0 or 1 and fails

when the proportion is equal to 0 or 1.
Let epi be the proportion of successful measurements. epi is

computed as follows:
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epi ¼ 1

ni

Xni
k¼1

ðXiÞk: ð4Þ

According to the central limit theorem, epi approximates
pi with a standard deviation

� ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiepið1� epiÞ
ni

s
:

pi is within approximately two standard deviations, i.e.,
falls in the interval ½epi � z95% � e�; epi þ z95% � e� � with prob-
ability 95 percent.

Let FQi
be the lowest bound of pi—considering that

rating is part of a risk reduction strategy:

FQi
¼ max

�epi � z95% �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiepið1� epiÞ
ni

s
; 0

�
: ð5Þ

Assume, for example, that a GenericSaaS service is
contracted with the SLA that appears in Fig. 2, and the
uptime is monitored and compared against the terms of
the SLA. Measurements are conducted repeatedly and the
uptime of the service is observed during 15 min each time as
requested by the SLA. The effective uptime is calculated by
subtracting from 100 percent the error rate experienced
during the 15 min observation period. If no error has been
detected, then the uptime at the end of the observation period
is 100 percent. Assuming, for example, that measurements
have been conducted 50 times (nuptime ¼ 50), and that no
error has been detected the first 49 measurements, i.e.,
ðXuptimeÞ1 ¼ ðXuptimeÞ2 ¼ � � � ¼ ðXuptimeÞ49 ¼ 1. A s s u m i n g
that, during the last 15 min, 10 out of the 50 attempts to
connect to the service have returned internal service errors,
the service uptime at the 50th measurement is 80 percent.
This also means that the SLA has been violated within the
50th measurement, i.e., ðXuptimeÞ50 ¼ 0. This leads togpuptime ¼ 0:98 and

gpuptime � z95% �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffigpuptimeð1� gpuptimeÞ
nuptime

s
¼ 0:94:

gpuptime is too close to 1, and according to the rule of thumb,
nuptime is not large enough given that 50 � ð1� 0:94Þ ¼
3 < 10. This means that 0.94 is not a good approximation,
therefore, it is more accurate to set Fuptime to 0.98.

3.2.2 Feedback Computation

As shown in (6), customer satisfaction CSAT is defined in
[16] as a linear combination of a perception function and a
disconfirmation function. The former maps the perceived
utility to the customer’s “baseline” satisfaction, and the
perceived disconfirmation to the customer’s “referred”
satisfaction (i.e., considering customer’s expectation as a
reference point):

CSAT ðsÞ ¼ fpð�Þ þ fdð�� �eÞ; ð6Þ

where � denotes the perceived utility, �e the expected utility,
fp the perception function, and fd the disconfirmation
function. The perception function is described as a concave
function considering that the customer is less sensitive to
changes in high utility values than to lower ones. The

disconfirmation function is expressed as a two-piece convex-
linear function grounded on the fact that customer satisfac-
tion increases mildly (linearly) when perceived utility
exceeds expectation and decreases significantly (exponen-
tially) when perceived utility falls below expectation.

We describe our feedback function FEEDBACKðsÞ as
an increasing function bounded between 0 and 1 and view
it as a combination of a perception function and a
disconfirmation function similarly to CSAT . According to
[16], customer expectation, i.e., �e, evolves over time
depending on the experienced disconfirmation, in the way
that positive disconfirmation increases future expectation
while negative disconfirmation has the opposite effect. For
the sake of objectivity, we consider that expectation is solely
governed by the quality agreement and does not evolve
over time. As a matter of fact, it is possible to consider �e as
constant; the customer expects the agreement to be
respected, thus, �e ¼ 1. This also implies that the perceived
utility will not exceed the expected utility; the disconfirma-
tion function is strictly convex.

The feedback function can be formalized as follows:

FEEDBACKðsÞ ¼ fpð�Þ þ fdð�� 1Þ ¼ fð�Þ; ð7Þ

where f is an increasing function defined in ½0; 1� and
bounded between fð0Þ ¼ 0 and fð1Þ ¼ 1. f should combine
the characteristics of both the perception and disconfirma-
tion functions, in particular, the concavity of the perception
function and the convexity of the disconfirmation function.
We consider that f varies slightly for utility values close to 0
as well as for utility values close to 1. The concavity of f
changes at a particular utility value, say, U0 in ½0; 1�. Those
assumptions can be formalized as follows:

f 00ðU0Þ ¼ 0;
f 00ð�Þ � 0 for � 2 ½0; U0�;
f 00ð�Þ � 0 for � 2 ½U0; 1�:

8<: ð8Þ

Similarly to [16], we adopt a polynomial rate of change for
f . The above assumptions lead to the following expression:

f 00ð�Þ ¼ �ðU0 � �Þ with � � 0: ð9Þ

After integration, and considering that f is an increasing
function with fð0Þ ¼ 0 and fð1Þ ¼ 1, we obtain the follow-
ing expression:

fð�Þ ¼ ��
6
�3 þ �U0

2
�2 þ 1þ � 1

6
� U0

2

� �� �
�; ð10Þ

with � respecting the following constraints:

1þ �
�
U0

2
� 1

3

�
� 0;

1þ �
�

1

6
� U0

2

�
� 0:

8>><>>: ð11Þ

The equations in (11) define the relationship between the
parameters � andU0. As shown in Fig. 4,U0 and � control the
shape and curvature, respectively, of the feedback function f .
For similar � values, U0 delays the convexity of f—that is the
sensitivity of the feedback function to variations in utility—to
higher utility values. Fig. 4 shows how f turns from strictly
concave withU0 ¼ 0 to strictly convex withU0 ¼ 1, with � set
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to the same value. On the other hand, for similar U0 values, �
softens or amplifies the curvature of f , hence, the impact of
variations in utility, nearby extreme utility values. WhenU0 is
set to 0.5, for instance, the curve reaches maximum (respec-
tively, minimum) curvature when � is set to 12 (respectively,
0). More generally, maximum curvature is attained with � set
as follows:

� ¼ 6

2� 3U0
for U0 2

�
0;

1

2

�
;

� ¼ 6

3U0 � 1
for U0 2

�
1

2
; 1

�
:

8>><>>: ð12Þ

The impact of U0 on the feedback function suggests that
U0 and the cost of the service could be inversely related. It is
common sense that cost has an impact on customer quality
expectation; the higher the cost of the service, the higher the
expectation and the more sensitive the customer is to
quality disconfirmation. In fact, the customer gets easily
dissatisfied with pricey services as soon as the utility drops
below the expected value. As opposed to U0, the higher
(respectively, lower) the cost of the service, the more convex
(respectively, concave) the feedback function is at nearby
high utility values. This suggests that the higher the cost is,
the lower U0 should be, and vice versa.

Let c denote the cost of the service and � the function that
relates service cost to U0. � is a positive increasing function
with a value in ½0; 1�. Let cmin be the lowest possible service
cost and cmax the highest. We can simply define � as follows:

� :

DomðcÞ �! ½0; 1�

c 7�! �ðcÞ ¼
1

2
if cmax � cmin ¼ 0;

c� cmin
cmax � cmin

; else:

8><>:
8>>><>>>:

ð13Þ

This way, U0 ¼ 1 for c ¼ cmax, and U0 ¼ 0 for c ¼ cmin.
Fig. 5 shows how the shape of the feedback function evolves
from convex to concave with decreasing cost values.

In the following, we experiment with our automated
rating process and demonstrate that the design require-
ments have been properly implemented. To this end, we
consider 10 service instances Sj, j ¼ 1::10. Each comes with
a randomly generated cost value between 0 and 100, and an
SLA violation probability failj. For each service instance, we
simulate 100 quality measurements. Each measurement
violates the SLA with the probability failj. From the
measurement results, we estimate service utility �. The
probability the SLA is respected ð1� failjÞ is referred to as
the effective utility, while estimated utility refers to �. Finally,
we compute the feedback for each service instance as
explained at the beginning of this section (see Table 1).

Fig. 6 shows the impact of utility and cost variations on
feedbacks. For equal perceived (i.e., estimated) utility
values, e.g., S8 and S9, the higher the cost of the service,
the lower the feedback, whereas for equal costs, e.g., S2 and
S4, the higher the perceived utility, the higher the feedback.
However, the impact of variations in cost remains lower
than variations in utility. We also observe that the higher
the cost of the service, the more important the impact of
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TABLE 1
Experiment Settings and Results



variations in utility values on the feedback. For instance, S1

and S5 have equal low costs and high utilities, while S2 and
S4 have equal high costs and have the same high utilities as
S1 and S5, respectively. However, we observe that the
deviation in feedbacks (�feedback) between S2 and S4 is
almost three times as high as between S1 and S5. Variations
in �feedback are in fact driven by variations in the
curvature of the feedback function.

3.3 Reputation Computation Model

As discussed previously, reputation is computed on the basis
of past feedbacks. It helps consumers predict the credibility of
the service offer and the trustworthiness of the service
provider prior to reaching an agreement.

Past feedback reflects the past behavior of a service and
may give an indication of its future behavior; feedback may
be randomly distributed when a service’s behavior is not
deterministic; they may follow a trend, e.g., increasing
feedback may reflect an improvement in service quality, or
they may be cyclic when there is a periodicity in a service’s
behavior, e.g., quality may decrease in rush hours leading to
low feedback at those times.

When the feedback does not show any trend, it is
difficult to predict a service’s future behavior. However,
when feedback exhibits a trend, this should be taken into
account by the reputation function as it could help to
predict future behavior. Smoothing and forecasting techni-
ques, like Moving Average, Weighted Moving Average, or
Exponential Smoothing [18], can be used to predict near
future behavior from past behaviors. Other more specific
techniques like Holt’s Linear Exponential and Holt-Winters’
Forecasting are more suitable for long-term forecasting over
data showing a trend and periodicity, respectively.

In the following, we will evaluate some of the previously
mentioned techniques under different circumstances,
namely, moving average (MA), weighted moving average
(WMA), simple exponential smoothing (SES), and Holt’s linear
exponential (HLE). We first consider a service with non-
deterministic behavior. Then, we assume that the quality of
the service is degrading. For the sake of simplicity, we make
the following assumptions: 1) Feedback is left each time
unit and 2) we want to predict the behavior of the service
for one time unit ahead.

We generate N utility values and compute the corre-
sponding feedbacks as explained in Section 3.2.2. We

compare the user’s feedback series fðtÞ against the reputa-
tion series RðtÞ. The latter is computed as follows:

RðtÞ :

1
T

Pt
�¼t�Tþ1 fð�Þ with MA;

T
1þ���þT fðtÞ þ � � � þ 1

1þ���þT fðt� T þ 1Þ with WMA;

�fðtÞ þ ð1� �ÞRðt� 1Þ with SES;

LðtÞ þ T ðtÞ with HLE;

8>>>>>>>><>>>>>>>>:
ð14Þ

where LðtÞ ¼ �fðtÞ þ ð1� �ÞRðt� 1Þ is the exponentially
smoothed estimate of the level of the series at time t and
T ðtÞ ¼ �ðLðtÞ � Lðt� 1ÞÞ þ ð1� �ÞT ðt� 1Þ is the exponen-
tially smoothed estimate of the trend of the series at time t.

To simulate nondeterministic behavior, we generate
randomly N utility values. We simulate the trend by
generating an exponentially decreasing distribution with a
certain amount of distortion. We have set the smoothing
period T for MA and WMA to 5, i.e., the forecast
reputation value corresponds to, respectively, the mean
and weighted mean of the feedbacks collected in the last
5 time units.

Fig. 7 shows that the reputation is more smoothed with
the MA technique. Very recent variations in the feedback
series have a low impact on reputation. With a higher
smoothing period, the resulting series would be even
smoother and the reputation would be less sensitive to
variations in recent feedbacks.

Whereas in MA, past observations are weighted equally,
the WMA technique assigns decreasing weights as the
observation gets older. The reputation is more sensitive to
recent variations in feedbacks when WMA is used, yet
WMA—like MA—cannot be used until the first smoothing
period has elapsed. Similarly to MA, the longer the
smoothing period, the smoother the reputation series.

The SES technique is very simple to use and implement
compared to the other techniques. The smoothing factor �,
which must be between 0 and 1, acts as a weight for the
most recent observation but also acts recursively as an
aging factor for all past observations. In fact, each forecast
RðtÞ is computed as a weighted average of the latest
observation, i.e., last feedback fðtÞ and the previous
forecast Rðt� 1Þ. The closer � is to 1, the more responsive
the reputation series is to the latest changes in the feedback
series, while the closer � is to 0, the higher the smoothing
effect is. The choice of an appropriate smoothing factor is
purely judgmental. � can be adjusted in order to optimize
the gap between observations and forecast, e.g., � can be
determined such that

P
ðRðt� 1Þ � fðtÞÞ2 is minimized.

Fig. 7 shows that � set to 0.8 brings a visible smoothing
level while the recent trends in feedback variations are
still captured.

The HLE smoothing method adds to the SES technique a
trend component to create a linear trend in the forecast. HLE
is therefore more appropriate for forecasting when the
observations show an exponential growth or decline. By
setting the HLE parameters � and � to 0.7 and 0.6,
respectively, as shown in Fig. 7, we can see how quickly
the reputation function reacts to changes in the feedback
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series and follows the recent trend. A smaller � would lead

to a more visible smoothing.
The simplicity, convenience, and adaptability of the

Simple Exponential Smoothing technique make it a good

candidate for reputation computation. However, the accu-

racy of any smoothing or forecasting technique depends on

the constancy of the observations; continuous and regular

feedbacks are required to accurately capture the behavior of

the service and help making more informed choices.

4 AUTOMATED SELECTION PROCESS

As outlined before, services are compared against three

criteria (quality, cost, and reputation) before any selection is

made. In the previous section, we have discussed the need

for fair reputation reports in order to make enlightened

choices, and to this end, devised a rating system that ensures

the objectivity of feedbacks. In this section, we focus on the

selection process. We investigate the ways in which quality,

cost, and reputation can be combined in support of decision

making. We devise an algorithm that aggregates the three

parameters into a single ranking metric. This algorithm

involves three steps: match making, evaluation, and ranking.

4.1 Match Making

This step consists of comparing service offers against user
requirements. All of the offers which do not meet user
requirements, commonly expressed in terms of quality and
cost constraints, are ignored. The QoS offer is commonly
defined as a vector of ðQi; qiÞ pairs, where Qi refers to a
quality dimension and qi refers to the corresponding value
(e.g., (uptime, 99.99 percent),(response time, 600 ms)). Quality
dimensions may have properties [3] such as different
definition domains and evaluation rules. For instance,
service availability (uptime) is defined on ½0; 1� and obeys
the “more-is-better” evaluation rule, whereas service re-
sponsiveness (response time) is defined on ½0;þ1½ and, as
opposed to the availability dimension, obeys the “less-is-
better” evaluation rule. The evaluation of a QoS offer is
challenging, considering that it requires the knowledge of
such properties. In this perspective, it is essential to provide
a formal specification of quality dimensions. The definition
of QoS dimensions is a critical issue, which has received a lot
of attention over the last decade. However, only a few works
have provided quality dimension taxonomies. Among the
Web Services-related works, WSOL [19], WSLA [20], DAML-
QoS [21], OWL-S [22], and OWL-Q [23] provide some
attempts to formalize the description of QoS dimensions.

For each candidate service s, let qos be the offered quality

vector, R its reputation, and cost its cost. Let qosr ¼
ðq1Þr; ðq2Þr; . . . ; ðqNÞr be the vector of quality constraints.

We denote by QOSþ the subset of more-is-better-like

QoS parameters and QOS� the subset less-is-better-like

parameters.
Let S be the set of preselected services,

s 2 S if 8i ¼ 1::N
if Qi 2 QOS�; ðqiÞr � qiðsÞ;
if Qi 2 QOSþ; ðqiÞr � qiðsÞ:

�
ð15Þ

Similarly, restrictions on cost may apply; unaffordable

services are also ignored.
To illustrate the matchmaking step, consider four

instances of GenericSaaS, S1, S2, S3, and S4, with the
respective offers:

S1ðqos ¼ f99:99%; 600 msg; cost ¼ 100Þ;
S2ðqos ¼ f98:99%; 699 msg; cost ¼ 90Þ;
S3ðqos ¼ f97:99%; 600 msg; cost ¼ 90Þ;
S4ðqos ¼ f96:0%; 699 msg; cost ¼ 70Þ:

After the matchmaking step, only S1, S2, and S3 are kept

for further evaluation when the QoS requirements are set to

qosr ¼ f96:99%; 699 msg given that the offer of S4 in terms of

uptime is lower than requested (96:0% < 96:99%) .

4.2 Evaluation

At this stage, all of the eligible services offer a quality level
that is equal to or higher than requested and come at
affordable costs. We will thus evaluate service offers in
terms of the gain in quality and cost that is proposed. Let Q
and C be the evaluation metrics of gains in quality and cost,
respectively. We hereby define R, Q, and C as scalar values
between 0 and 1.
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We first evaluate the gain in each quality dimension Qi.
For each Qi, we define two parameters ðqiÞmax and ðqiÞmin
as follows:

ðqiÞmax ¼
maxs2S qiðsÞ if Qi 2 QOSþ;
ðqiÞr if Qi 2 QOS�;

�
ðqiÞmin ¼

mins2S qiðsÞ if Qi 2 QOS�;
ðqiÞr if Qi 2 QOSþ:

�
8>><>>: ð16Þ

In the previous GenericSaaS example, uptimemax ¼
99:99%, uptimemin ¼ 96:99%, response-timemax ¼ 699 ms,
and response-timemin ¼ 600 ms.

The scaling function Scali is defined on domðQiÞ and
takes values in ½0; 1�. Scali is increasing for Qi 2 QOSþ and
decreasing for Qi 2 QOS�:

ScaliðqiÞ ¼

qi � ðqiÞmin
ðqiÞmax � ðqiÞmin

if Qi 2 QOSþ;

ðqiÞmax � qi
ðqiÞmax � ðqiÞmin

if Qi 2 QOS�;

1 if ðqiÞmax � ðqiÞmin ¼ 0:

8>>>>><>>>>>:
ð17Þ

We can easily show that, for all i ¼ 1::N , ScaliððqiÞrÞ ¼ 0.
For instance, the scaled quality parameters of the above

GenericSaaS services are as follows: qosðS1Þ ¼ f1; 1g,
qosðS2Þ ¼ f0:5; 0g and qosðS3Þ ¼ f0; 1g.

We now derive the scalar metric Q from the vector

ðScaliðqiÞÞ. W ¼ ðw1Þ; ðw2Þ; . . . ; ðwNÞ denotes the consumer’s

quality preferences, where 0 � wi � 1 and
PN

k¼1 wi ¼ 1.

ðScaliðqiÞÞi¼1::N represent the coordinates of the candidate

service s in the N-dimensional euclidean space, where the

origin is s0ðScaliððqiÞrÞi¼1::N . We compute Q as the weighted

euclidean distance Q ¼ ks� s0k as follows:

Q ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN
i¼1

wiScaliðqiÞ2ðsÞ;

vuut ð18Þ

where Q also represents the weighted root-mean-square of
ðScaliðqiÞÞi¼1::N .

Finally, C is computed as follows:

C ¼ ðCÞmax � C
Cmax � Cmin

:

In the previous GenericSaaS example, assuming that the
quality parameters uptime and response time are equally
weighted, the scaled QoS and cost ðQ;CÞ offers of the
preselected service instances S1, S2, and S3 are, respectively
ð1; 0Þ, ð0:47; 1Þ, and ð0:74; 1Þ.

4.3 Ranking

This is the final step, where R, Q, and C are combined into
SCOREðsÞ, the ultimate selection metric. The service with
the highest SCOREðsÞ is then selected. In [3], a weighted
mean-like aggregation function on all quality parameters
including cost and reputation is used, where weights are
user-defined constants. We believe that reputation should
not be considered as a quality parameter, but instead, as a
moderator between service quality and quality guarantees.
Moreover, a weighted mean-like score function implies that

the score is evenly sensitive to variations in reputation.
Although we can agree that the score function should be
evenly sensitive to variations in Q or C, we believe that it
should be less sensitive to variations in “low” reputation
values than to variations in higher values. In fact, we
observe that under a reputation threshold, consumer’s
“trust” in the service is lost, which means that the service is
no longer believed to deliver the expected quality.

According to the above observations, SCOREðsÞ
should increase linearly with Q and C and exponentially
with R; this would emphasize the insensitivity of
SCOREðsÞ to variations in low R values. We also
consider that SCOREðsÞ takes values in ½0; 1�. We denote
by SCORERðsÞ, SCOREQðsÞ, and SCORECðsÞ the partial
derivatives of SCOREðsÞ with respect to R, Q, and C,
respectively. We obtain the following:

SCORERðsÞ ¼ 	 SCOREðsÞ;
SCOREQðsÞ ¼ �;
SCORECðsÞ ¼ �;
	 > 0 and �; � 2 ½0; 1�:

8>><>>: ð19Þ

We also have

SCOREðsÞ ¼ 1 if R;Q;C¼1; ð20Þ

SCOREðsÞ ¼ 0 if R;Q;C ¼ 0: ð21Þ

We integrate the partial derivatives of SCOREðsÞ from
(19), obtaining

SCOREðsÞ ¼ e	ðR�
Þ þ �Qþ �C þ  : ð22Þ

With 
 > 1 and  ¼ �e�	
 (from (21)). � and � weight
the impact of the quality and the cost attributes, respec-
tively, on the score function. As shown in Fig. 8, 	 and 

control the impact of reputation on the score function; 	
controls the growth rate and 
 the function’s range. We
observe that the higher 	 is, the more convex the function is,
while the closer 
 is to 1, the larger the function’s range is. A
high 	 value and a 
 value close to 1 are more compliant
with the desired characteristics of the score function.
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Moreover, we obtain a very desirable simplification of
SCOREðsÞ by setting 
 to 1:

SCOREðsÞ ¼ e	ðR�1Þ þ e�	ð�e	Qþ �e	C � 1Þ: ð23Þ

From (20), we obtain

�e	 þ �e	 ¼ 1: ð24Þ

In the remainder of the paper, the relative weights !c and
!q will denote �e	 and �e	, respectively:

SCOREðsÞ ¼ e	ðR�1Þ þ e�	ð!qQþ !cC � 1Þ: ð25Þ

We denote by R0 the threshold under which a reputation
value is considered unsatisfactory, i.e., the value under
which SCOREðsÞ is much less sensitive to variations in R.
R0 should be the point at which the score function’s growth
rate turns from “low” to “high,” i.e., graphically speaking,

the point at which the tangent angle gets sharper. We
denote by � the tangent angle at R0. � is defined as follows:

� ¼ arctan SCORERðR0Þð Þ: ð26Þ

Due to the convexity of the SCORE function, the higher
R0 is, the lower � will be. Fig. 9 also shows that � decreases

with an increasing 	. By choosing R0, and the tangent angle
� 2 ½0; �4� that we consider sharp enough, we can derive 	

from the following equation:

	 exp 	ðR0 � 1Þð Þ � tanð�Þ ¼ 0: ð27Þ

It is worth noting that the choice of R0 should depend on
the properties of the service. Subscribers to pricey or

mission critical services have higher expectations with
respect to service quality; R0 should be set to the higher
side for those kinds of services.

Assuming thatR0 is set to 0.3, 	 to 2.6, !c and !q to 0.6 and
0.4, respectively, and that the reputations of the GenericSaaS

instances S1, S2, and S3 are, respectively, 1, 1, and 0.9, then
the score of S1 is 0.95, the score of S2 is 0.98, and the score of
S3 is 0.76. Given that scoreðS2Þ > scoreðS1Þ > scoreðS3Þ, the

outcome of the selection process is S2. Now if reputations
were set to 0.2, 0.2, and 0.1, respectively, service scores would
be 0.08, 0.1, and 0.089, respectively. S2 would still be selected,
but we notice that, this time, S3 is ranked second as opposed
to third in the previous setting. This is due to the fact that the
QoS and cost offer of S3 are more attractive than S1’s.

5 SIMULATION AND EVALUATION

In a previous work [24], simulation experiments were
conducted to evaluate the responsiveness of the system to
permanent changes in service behavior. The experiments
showed that the user ends up selecting the service instance
that delivers the highest utility almost 83 percent of the
time, and that she/he would not have been more satisfied
with a service other than with her/his choice more than
87 percent of the time.

In the following, a new simulation setting is established
to evaluate the system under a more realistic environment
(Section 5.1). Additional experiments have also been
conducted (Section 5.2) to assess the impact of service
behavior on the effectiveness of the selection system.

5.1 Analysis of System Behavior

Consider a set of 20 software services Si, i ¼ 1::20, say, for
instance, 20 storage services, with 20 different QoS offers
(uptime ranging from 97.99 to 99.99 percent) and different
costs (price ranging from 70 to 90). All services are assumed to
have successfully passed the matchmaking test (Section 4.1).

Commonly, new services are constantly introduced into
the market. In order to reproduce this feature, services are
assigned a randomly generated parameter Arrival Time to
Market (ATTM) that refers to the time at which the service
starts being available. The time at which services get their
first customers, and more importantly, their first feedback
at Time to First Feedback (TTFF), where TTFF � ATTM.

We assume in this evaluation study that services have a
similar “overall” good behavior. In other words, we assume
that service providers respect their commitments to their
customers most of the time. Failures may occur from time to
time and services recover shortly after. Two more randomly
generated simulation parameters are defined for each
service instance: Time Between Failures (TBFs), which
refers to the shortest time that separates two consecutive
failures, and Time to Recovery (TTR), which refers to the
longest time the service will take to recover from any failure.
At each failure, the recovery time is randomly generated
with TTR as an upper bound (the upper bound for all TTRs
being set to 50), and the next failure will take place after a
randomly generated time, not shorter than TBF (the lower
bound for TBFs being set to 50 and the upper bound to 400).
As long as the service is operational, its utility is equal to 1.
During failures, the utility will vary between 0 and 1.

Feedback is derived according to our rating function.
Discontinuity is introduced in the feedback series assuming
that reports are not provided each single time unit. The
reputation series is then derived using the SES technique.
Scores are computed and selection is made every time unit
according to our selection algorithm. The system’s behavior
is observed for 400 units of simulation time.
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Service parameters are listed in Table 2. The other

simulation parameters (including the SES smoothing para-

meter �, R0, 	, wq, and wc) are set as indicated in Table 3.
Fig. 10 shows the utilities and reputations of a

representative set of service instances. Utility functions

start at different times according to the ATTM of the

corresponding service. At ATTM, the reputation of the
service is set to R0 and stays so until the first feedback is
reported (see Fig. 10f).

Fig. 10 also shows how fast the reputation system reacts
to changes in service behaviors. However, it is worth noting
that the more frequently the service fails and the longer the
service takes to recover, the longer it takes for its reputation
to get back to higher values.

The simulation results show that the system adapts to
the market dynamics. Five service instances (S0, S17, S16, S5,
and S10) are respectively considered for selection during the
first 200 time units, whereas only two services (S10 and S5),
particularly S10 out of the former five, are considered later
on (see Fig. 11). In fact, during the first 200 time units, new
services with potentially better quality and/or cost offers
are constantly coming into the market. Provided that new
services have behavior at least as good as the older ones,
they are considered as better choices. As soon as the market
reaches a stable state, the selection converges toward the
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Simulation Parameters

Fig. 10. Utility and reputation evolution of (a) S0, (b) S3, (c) S5, (d) S10, (e) S16, and (f) S17, respectively.



services which offer the best quality/cost ratio and
reputable behavior.

As shown in Fig. 11, users experience better utility and
better satisfaction with the delivered service when reputa-
tion is considered in decision support. More generally, users
experience the best possible utilities and leave the highest
possible feedbacks most of the time when our devised
selection mechanism and automated rating system are used.
It is worth noting that the most selected service during
market stability, S10, comes at a low cost (third lowest cost),
high quality (the highest quality offer), relatively sparse
failures, and low recovery times (see Fig. 11).

This experiment has been repeated 100 times in order to
evaluate more accurately the success rate of the system. Two
parameters have been observed: the mean absolute success
rate, i.e., how often the user experiences maximum satisfac-
tion, and the mean relative success rate, i.e., how often user’s
satisfaction with the selected service is enhanced when
reputation is considered in decision support. As shown in
Table 4, the mean absolute success is on the very high side
(around 99 percent) both in dynamic and stable environ-
ments. However, it is worth noting that the satisfaction of
the user is only slightly enhanced (5.61 to 7.58 percent) by
considering reputation in decision support. This is due to
the fact that all candidate services behave relatively well,

here with the lower (respectively, upper) bound of all TBFs
set to 100 time units (respectively, 200 time units) and the
upper bound of all TTRs set to 50. In the following section,
we will evaluate the impact of service behavior on the
enhancement induced by reputation awareness.

5.2 Impact of Service Behavior on System
Performance

In order to evaluate the impact of service behavior on the
effectiveness of our system, we have run additional
experiments with variable TBFs. We have varied the upper
bound of TBFs from 20 to 390 (the lower bound of TBFs and
the upper bound of TTRs are set at 20 this time). The
outcome of the experiments is shown in Fig. 12.

The absolute success rate of the system is consistently on
the higher side (more than 96 percent most of the time). It
drops slightly under extremely variable utility conditions,
i.e., when the TBF upper bound is close to 20. The drop is
more meaningful when the market is stable (success rate
below 90 percent). On the other hand, the relative success
rate is perceptibly higher when the market is stable
compared to when the market is dynamic. Under extremely
variable utility conditions, we notice that the satisfaction of
users can be significantly enhanced when reputation is
considered in decision support. For instance, Fig. 12 shows
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Fig. 11. Selected services, experienced utility, and customer
satisfaction. (a) Without reputation awareness and (b) with reputation
awareness.

TABLE 4
Simulation Results

Fig. 12. Success rate versus TBF in (a) dynamic market and (b) stable
market.



that enhancement in user satisfaction can reach 40 percent
when the market is stable (13 percent otherwise).

The conducted experiments show that the overall
system evolves well over time. Furthermore, the obtained
results demonstrate that our automated selection system,
in conjunction with our automated rating mechanism,
succeeds in capturing service behavior and providing the
best possible choice.

6 DISCUSSION

With the quasi-globalization of fast Internet access, the
success of SOA infrastructures, and the growing interest in
cloud computing, enterprises as well as software vendors
are increasingly adopting the SaaS on-demand delivery
model. The unknown quality of the service and the
unknown reliability of the provider at selection time are
risks that need to be considered before an SaaS is acquired.
Because the software is hosted by its provider, the consumer
needs guarantees that the service will perform as expected
and that the provider will maintain the service—to prevent
failures—and provide support on request.

In this work, we have identified risk management at
selection time as essential to the long-term success of the
SaaS model. In this perspective, a reputation-aware selec-
tion mechanism and an automated rating system have been
designed. The simulation results have demonstrated that
the devised system has successfully met our primary
objectives and can be an important component in a risk
management strategy for software development with SaaS.

The designed system can be configured so that it can
adapt to the needs of service integrators, to the particula-
rities of each service, and to market dynamics. It does not
involve any heavy implementation or complex infrastruc-
ture; the selection algorithm can be implemented easily, and
it can make use of any reputation system using a patch to
any monitoring system to provide the rating functions.

In developing this system, several design choices were
made. Although the conducted simulations have shown
successful results, there are a number of areas that could
provide room for improvement. The following discusses the
impact of several key design decisions and highlights points
for future investigation.

6.1 Reputation versus Feedback versus Utility
versus Performance Reports

The lack of governance in today’s Internet and the wide-
spread growth of the service market have led to the
popularity of reputation systems. The use of reputation
systems in risk reduction is motivated by the need for
project managers to 1) make more informed service
selections, 2) trace the behavior of contracted service
providers in order to anticipate performance degradation,
and 3) trace the behavior of competing providers, in case a
substitute service is required. The choice of using feedback
and reputation to measure the behavior of the service
instead of plain monitoring reports is in part based on the
widespread acceptance of reputation systems, and the
corresponding maturity of related protocols and infrastruc-
tures. However, it is worth noting that feedback is more
storage-effective and easier to maintain, while reputations
are easier to retrieve. Using monitoring reports would have

necessitated extra effort in investigating and designing
description schemes and management protocols.

In this work, feedback is derived from service utility,
exclusively measuring the performance of the service in
terms of the delivered quality level. However, more
aspects could be considered in the feedback computation.
For example, the cost and sensitivity of the service to
quality degradation could be considered in order to
penalize expensive and misbehaving services. It is worth
noting that the feedback computation (10) is configurable;
the value of � can be chosen, with setting � to 0 resulting
in feedback ¼ utility.

6.2 Feedback Computation

In this work, the feedback is computed as a forecast of the
consumer’s satisfaction with the service’s execution qual-
ity. Alternatively, classical as well as Bayesian forecasting
techniques could be applied to the consumer’s past
feedback on the same service (feedback time series), or on
other consumers’ feedback on the same service (feedback
samples) to predict or infer future feedback. These options
have been considered and evaluated at an early stage of
this work and withdrawn because of the subjectivity and
bias issues. Generally, applying forecasting techniques on
time series introduces a bias toward past feedback and
past service behavior. Furthermore, forecasting on feed-
back samples does not solve the issue of feedback
subjectivity since there is no guarantee that the sampled
feedback is objective and fair. In order for the feedback
forecast to be objective, fair, and unbiased, the forecasting
technique must be solely applied to the current experience
with the service. None of the above forecasting techniques
meets this requirement.

The expectancy-disconfirmation theory form market
science has been widely used for explaining or predicting
the acceptance or rejection of marketed products. It is a well-
accepted and tried theory from which a number of customer
satisfaction models have been derived and empirically
validated. According to these models, in particular the
model presented in [16], the satisfaction of a customer with a
delivered service can be inferred from her/his expectation
and perception of the service utility. Customer satisfaction
models fit well in our framework indeed.

6.3 Reputation Computation

Several techniques for reputation computation have been
investigated in this work. Our primary goal was to find an
alternative to using simple mean of feedback, which would
not take short-term fluctuations in feedback into considera-
tion. We have focused on forecasting and smoothing-based
techniques due to their desirable features. Which technique
is more appropriate is a matter of judgment. Other aspects
could also be considered in this decision, for instance, it is
desirable that the chosen technique be easy to implement,
work effectively with a small number of feedbacks, and be
configurable. The Simple Exponential Technique fulfills
these requirements as outlined in Section 3.3. Choosing an
appropriate smoothing parameter is also discretional. A high
smoothing level prevents reputation from dropping signifi-
cantly when a failure occurs. However, it also prevents the
reputation from recovering rapidly. Sensitivity versus
tolerance to failures is a trade-off that must be decided on.
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6.4 Discontinuity in Feedback

A major discontinuity in feedback (period without any
feedback) may affect the accuracy of the reputation as a
predictor for future service behavior. In this situation, it
may be risky to maintain a high reputation when no activity
has been reported for a while. To prevent such risks, it is
essential to age reputations. One option worthy of con-
sideration is to reset reputations to a neutral value (R0)
when there is an interval without feedback. However, this
provides an opportunity for misbehaving service providers.
If their reputation falls below R0, it may be advantageous
for them to leave the market temporarily in order for their
reputation to be reset.

In order to prevent such behaviors, the required period
of discontinuity must be long enough to dissuade providers
(by interrupting revenue). However, longer discontinuities
can negatively affect the accuracy of reputations. An
alternative would be to institute a multilevel aging function;
while high reputation values could be reset to R0, low
reputations are reset to 0. Further investigations of these
solutions are planned for the near future.

7 RELATED WORKS

Service selection and rating is a research topic that emerged
recently with the advent of SOA and SaaS. A literature
survey reveals that the few works in this area have
addressed different facets of the topic, such as the
assessment of service quality at selection time, the evalua-
tion of the credibility of quality reports, the computation
and management of service reputation, and the measure-
ment of service quality at execution time.

For example, [3], [25], and [2] focused on service
composition with end-to-end QoS constraints. Zeng et al.
[3] consider two models for service selection. The first
model promotes the selection of those services that present
the optimal service-level quality offers. We have adapted
this model to our service-level quality-constrained selection
problem. Unlike this model, the second model promotes
service selection with global planning. In this perspective,
Integer Linear Programming (ILP) is used to determine the
optimal solution. Considering the complexity of ILP
optimization, Yu et al. [25] propose heuristics to find
near-optimal solutions in polynomial time. Similarly,
Anselmi et al. [2] provide a Mixed Integer Linear Program-
ming (MILP)-based formulation of the selection problem
and consider a greedy heuristic to find near-optimal
solutions. The above works consider service selection as a
multicriteria constraint satisfaction problem but ignore the
fact that services may not deliver, at execution time, the
promised quality at selection time. Although the reputation
factor is considered in [3], it is defined as a quality
parameter and used as any other quality parameter in the
ranking function.

Similarly to our work, Wu et al. [26] address the issue of
predicting the capability of a service to deliver the level of
quality that would meet user’s requirements. In this
perspective, a Bayesian network-based QoS assessment
model is used along with a fuzzy logic-based reasoning
approach for inferring service capability under various
combinations of users QoS requirements. The performance
of the service is tracked and recorded while the service is

being executed and the compliance between the user’s QoS
requirements and the service’s delivered QoS is computed.
Based on these compliance values, a fuzzy reasoning
approach is introduced to infer the service’s overall
capability and the corresponding Bayesian network is
updated with the assessment outcome. Similar to [26], we
address the need for an automated service recommender to
evaluate the suitability of a service to users’ preferences.

Yang et al. [27], Ali et al. [28], and Wishart et al. [29]
promote the use of trust and reputation to rate candidate
services in the selection process, and focus on the repre-
sentation and computation aspects of service reputation.
Yang et al. [27] use, for instance, a multidimensional trust
model to evaluate service and service provider’s properties
like credibility, quality, and reliability. A “trust” vector
describes users’ experience with those service aspects. The
trustworthiness of the service, referred to as the confidence
in the service, is estimated using the Hypothesis Evaluation
theory, whereas in [28], service reputation is linked to an
execution context: Services are evaluated with regard to a
specific execution context (application domain or user type).
Reputation is then computed as a weighted mean of time-
decaying feedback within the desired context. A time-
decaying factor, called the “forgetting” factor, is also used
in [29], along with a Bayesian estimation model to compute
the reputation of a service on the basis of past users’
testimonials. As apposed to the above works, we consider a
more general reputation computation model where the
trustworthiness of a service provider is evaluated with
conformance to the terms enclosed in the offer (i.e., SLA) and
do not only consider the timeliness of service ratings but also
take into account the trend they may show.

Vu et al. [4] consider the assessment of the credibility of
quality reports. Few trusted parties are assumed to provide
credible reports on the conformance of the delivered quality
to the offered one. These reports are used to evaluate the
credibility of other reports. False reports are then detected
and ignored in the selection process. The future confor-
mance of the delivered quality to the offer is predicted
using a linear regression method on past QoS conformance
reports, each weighted by its evaluated credibility. Indeed,
false quality reports may jeopardize the selection process.
However, the report evaluation system in [4] raises a critical
issue. User reports cannot be objectively and fairly
compared to reports made by trusted monitoring agents
unless both monitoring measurements are achieved under
the same circumstances. If trusted monitoring agents can be
deployed within the same context as users, then user
reports are no longer needed. Our solution has similarities
with the above works in that we are also concerned with the
credibility of service ratings. However, we focus on the
process of generating credible feedbacks and promote a
trustworthy automated rating process instead.

Our work has been in part grounded on literature works
in the area of SLA monitoring like [7], [30], and [5]. In
particular, Skene et al. [7] present a comprehensive frame-
work for the monitorability of SLAs and the assessment of
measurement credibility and accuracy. This work is com-
plementary to ours in that we build our automated rating
system on the assumption that SLAs are monitorable and
that SLA monitoring is conducted in a trusted and accurate
fashion. Findings in [7], [30], and [5] validate this funda-
mental assumption indeed.
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8 CONCLUSION

In this paper, the issue of risk management has been
addressed in the context of project development using
external software service components. In this perspective,
we have presented an automated quality and reputation-
based framework for service rating and selection. Although
a few previous works have considered quality and
reputation for service selection, none have considered the
automation of the service rating process.

The proposed service rating allows feedback to be
assigned to a delivered service that objectively reflects the
satisfaction or dissatisfaction with the rendered perfor-
mance and quality. To this end, the compliance of the
rendered quality with the quality agreed upon is monitored
and translated into a utility metric. A feedback computation
model, derived from the expectancy-disconfirmation theory
from market science, is then proposed to generate a
feedback from service utility and cost. A reputation
derivation model has also been proposed to aggregate
feedback into a reputation value that better reflects the
behavior of the service at selection time.

The selection algorithm has been designed to assist

customers in selecting the most appropriate service offering

considering quality and cost constraints. Reputation is used

to predict the credibility of the quality offer and the

conformance of this offer to the delivered quality. We

devised a service ranking function that aggregates the

quality, cost, and reputation parameters into a single metric

that is used to evaluate service offerings against each other.

Simulation studies have been conducted in order to

evaluate the proposed rating and selection algorithms. We

have considered several services with different offers and

utility functions. Our rating algorithm was run on each

service over a long period of time, while simultaneously

conducting service selection on behalf of the virtual

customers. The results show that the overall system evolved

well over time, with misbehaving services being detected

quickly. Customers can then avoid these services—in fact,

we show that the system selects services that the customer

could not have been more satisfied with. Our rating and

selection systems succeeded in capturing the service

behaviors and translating them into the best possible

choices for customers.
This work contributes to a framework that aims to design

an infrastructure that supports the integration of software
services in application development and provisioning
projects. Interesting avenues for future research include
the generalization of our selection mechanism to composite
services with global quality constraints and the investiga-
tion of advanced algorithms for multicriteria decision
making and multiobjective optimization such as multi-
objective evolutionary algorithms.
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