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Abstract—This paper presents a class of routing protocols for
vehicular ad hoc networks (VANETs) called the Intersection-based
Geographical Routing Protocol (IGRP), which outperforms exist-
ing routing schemes in city environments. IGRP is based on an
effective selection of road intersections through which a packet
must pass to reach the gateway to the Internet. The selection
is made in a way that guarantees, with high probability, net-
work connectivity among the road intersections while satisfying
quality-of-service (QoS) constraints on tolerable delay, bandwidth
usage, and error rate. Geographical forwarding is used to transfer
packets between any two intersections on the path, reducing the
path’s sensitivity to individual node movements. To achieve this,
we mathematically formulate the QoS routing problem as a con-
strained optimization problem. Specifically, analytical expressions
for the connectivity probability, end-to-end delay, hop count, and
bit error rate (BER) of a route in a two-way road scenario are
derived. Then, we propose a genetic algorithm to solve the opti-
mization problem. Numerical and simulation results show that the
proposed approach gives optimal or near-optimal solutions and
significantly improves VANET performance when compared with
several prominent routing protocols, such as greedy perimeter
stateless routing (GPSR), greedy perimeter coordinator routing
(GPCR), and optimized link-state routing (OLSR).

Index Terms—Message routing, performance analysis, quality
of service (QoS), vehicular ad hoc networks (VANETs).
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I. INTRODUCTION

MUCH existing research considers vehicular ad hoc net-
works (VANETs) as a vehicle-to-vehicle or a vehicle-to-

road-side-unit network architecture that can be easily deployed
without relying on expensive network infrastructure. Neverthe-
less, enabling communication between vehicles and preexisting
fixed infrastructure such as gateways to the Internet opens up
a plethora of interesting applications to both drivers and pas-
sengers. The promising applications and the cost effectiveness
of VANETs constitute major motivations behind increasing
interest in such networks [1]–[3]. The success of VANETs
revolves around a number of key elements such as message
routing between the mobile nodes (MNs) and the gateway to
the Internet. Without an effective routing strategy, the success
of VANETs will continue to be limited.

We classify VANET-based applications into two categories:
1) those that are sensitive to delay, e.g., downloading a multime-
dia application from the closest Internet gateway, connecting to
a virtual personal network (VPN) for video or voice conferenc-
ing, and video streaming; and 2) those that are delay tolerant,
e.g., sending simple text messages or sending an advertisement.
In this paper, we focus on message routing in both classes of
applications. The main concern is whether the performance of
VANET routing protocols can satisfy the delay requirements
of such applications.

Analysis of traditional routing protocols for mobile ad hoc
networks (MANETs) demonstrated that their performance is
poor in VANETs [4], [5]. The main problem with these
topology-based routing protocols (e.g., optimized link-state
routing (OLSR) [6], dynamic source routing [7], and ad-hoc
on demand distance vector routing (AODV) [8]) in VANET
environments is their route instability. Indeed, the traditional
node-centric view of the routes (i.e., an established route is a
fixed succession of nodes between the source and destination)
leads to frequent broken routes in the presence of VANETs’
high mobility. Consequently, many packets are dropped, and
the overhead due to route repairs or failure notifications sig-
nificantly increases, leading to low delivery ratios and high
transmission delays [9].

An alternative approach is offered by geographical routing
protocols, such as distance routing effect algorithm for mobility
(DREAM) location service (DLS) [10], greedy perimeter state-
less routing (GPSR) [11], and greedy perimeter coordinator
routing (GPCR) [12], which decouples forwarding from the
nodes’ identity. They do not establish routes but use the position
of the destination and the position of the neighboring nodes
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to forward data. Despite better path stability, geographical
forwarding does not perform well in a city environment either
[4], [13]. Its problem is that, many times, it cannot find a next
hop (i.e., a node closer to the destination than the current node).
The recovery strategies proposed in the literature are often
based on planar graph traversals, which were shown not to be
as effective in VANETs due to radio obstacles and high node
mobility [4].

A number of road-based routing protocols [4], [5], [13] have
been designed to address this issue. However, they fail to factor
in vehicular traffic flow by using the shortest road path between
source and destination [14]. It is possible indeed that the road
segments on the shortest path are empty.

To overcome these limitations, we propose in this paper an
Intersection-based Geographical Routing Protocol (IGRP) con-
sisting of successions of road intersections that have, with high
probability, network connectivity among them. Geographical
forwarding is still used to transfer packets between any two
intersections within the path, reducing the path’s sensitivity
to individual node movements. The selection of the road in-
tersections is made in a way that maximizes the connectivity
probability of the selected path while satisfying quality-of-
service (QoS) constraints on the tolerable delay within the
network, bandwidth usage, and error rate.

To achieve this, we mathematically formulate the QoS
routing problem as a constrained optimization problem. Specif-
ically, analytical expressions of connectivity probability, tol-
erable end-to-end delay, hop count, and bit error rate (BER)
for a two-way road scenario are derived. Then, we propose a
genetic algorithm (GA) to solve our NP-complete optimization
problem. Numerical and simulation results show that the pro-
posed protocol achieves an optimal or a near-optimal solution,
particularly in sparse networks. Therefore, it stands out as a
promising candidate compared to the well-known protocols:
GPSR [11], GPCR [12], and OLSR [6].

The remainder of this paper is organized as follows.
Section II presents an overview of the related works, followed
by a description of our proposed IGRP in Section III. In
Section IV, we present the analytical framework used to evalu-
ate the QoS routing problem. In Section V, we formulate the QoS
routing problem as an optimization problem and present a GA
to solve it. Numerical and simulation results are presented in
Section VI. FinallySection VII contains our concluding remarks.

II. RELATED WORK

As we previously mentioned, message routing protocols are
classified into two categories, i.e., topology and position based
[29]–[37]. In topology-based protocols, it is assumed that each
node has information about the entire network topology before
the node begins forwarding messages. In position-based routing
protocols, messages are routed based on knowledge of the ge-
ographical location of the source, intermediate nodes, and final
destination. One advantage of geographical routing protocols is
that they can find a suboptimal route from source to destination
without the use of routing tables; therefore, there is no need
to flood the network and store routing information at each
node. This section reviews a number of the prominent existing

routing protocols and discusses the drawbacks that make these
protocols unsuitable for VANETs.

A. OLSR

OLSR [6] is considered as a topology-based routing protocol.
Nodes using OLSR periodically broadcast their routing table
to the rest of the nodes in the network, which incurs a large
communication overhead. OLSR limits the number of nodes
that forward the control messages using multipoint relays. It
uses two primary control messages: 1) topology control mes-
sages and 2) HELLO messages. Topology control messages
are forwarded across the network. HELLO messages are sent
to each one-hop neighbor. If a node does not receive HELLO
messages from one neighbor during a certain time period, then
the link is considered down. The source using this link to
forward messages is not aware that the route is broken until that
intermediate node broadcasts its next topology control message.
In VANETs, the movement of nodes may cause the network
topology to frequently change, which causes deterioration in
network performance as it introduces congestion in the com-
munication channel. These limitations of the topology-based
protocols make them unsuitable for VANETs.

B. GPSR

GPSR [11] assumes that each node in the network has a
local table in which all neighboring nodes are listed by name
and position. The entry of the local table is soft stated and
updated after the related timer expires, where beacons broadcast
information of the new neighbor(s). GPSR also assumes that
each source node knows the location of the destination with the
aid of a location service. GPSR has two working modes: 1) a
greedy forwarding mode and 2) a perimeter mode.

Greedy forwarding is the default mode, where the packet
is forwarded to the node that is geographically closer to the
destination. Greedy forwarding works well if there are no holes,
meaning voids, in the network. Voids may be caused by phys-
ical obstacles, such as mountains or large buildings. If there is
a void between the forwarding node and destination node, then
the greedy forwarding may get deadlocked at the perimeter of
the void. Thus, the forwarding node may not find a neighbor
that is geographically closer to the destination than itself.

In such a scenario, the forwarding node switches to perimeter
mode where it chooses the neighbor as the next forwarder based
on the right-hand rule. As soon as that neighbor finds a node
that is closer to the destination than itself, it returns to greedy
forwarding mode. However, if such neighbor is not available,
then the packet continues in perimeter mode, moving along the
perimeter of the voids.

Because GPSR lacks information about the network topol-
ogy, it can potentially go through loops. This occurs in the case
of perimeter routing when the protocol routes the message in
the wrong direction, resulting in performance degradation [28].

C. GPCR

GPCR [12] assigns the routing decision to the nodes located
at the street intersections, and at the same time, it uses the
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greedy forwarding strategy to route the message between the
street intersections. Like GPSR, GPCR does not make use of
road maps for routing the messages, which may result in loops
and introduce many hops in the route. In addition, GPCR does
not take into consideration the quality of the routes nor does it
have a method to select the best path.

D. MURU

The MUltihop Routing protocol for Urban VANETs
(MURU) [36] assumes that each node has a static street map
and that there is a location service that gives the source node
information about the location of destinations. To find a route,
therefore, the source node calculates the shortest path to the
destination based on a static street map and the location of
both the source and the destination. MURU provides routes
that minimize the hop count. At the same time, it proposes
the “expected disconnection degree (EDD)” to estimate the
quality of the routes. The EDD of a given route represents
the probability that this route will fail during a given time
period. MURU uses the EDD to construct an optimal path based
on predicted speed, location, and road geometry. Each node
broadcasts route request packets, which are routed on paths that
are constrained by node movement trajectory. However, since
MURU uses the local information available to the forwarding
node, it is susceptible to local optimum [32], which would
significantly decrease the scalability of the routing protocol.

E. Delay-Bounded Routing in VANETs

In [37], a carry-and-forward algorithm to enable the vehi-
cles to deliver messages during a limited time period, which
is specified by the VANET’s application, is proposed. It is
assumed that each vehicle has access to a digital map that
is preloaded with historical statistical data about the traffic
on the roads. This traffic information is utilized to form the
routes. One drawback of this scheme is that it assumes that
each node can update statistical data about traffic conditions
once it comes into contact with an access point. However, given
the fact that the access points cannot be densely distributed in
the network, they may not be found at all times. In addition, the
traffic pattern changes throughout the day, resulting in frequent
obsolete information that leads to incorrect routing decisions.

Several other routing protocols for VANETs have been pro-
posed. However, many of them do not consider the charac-
teristics of VANETs, such as the vehicles’ movement on the
roads where they face radio obstacles. In addition, they do not
consider the staleness of information about the network, which
causes the selected routes to be unstable. To overcome these
limitations, we propose IGRP, which solves the QoS routing
problem in VANETs. As opposed to existing approaches, the
constructed routes are not based on the MNs. Instead, IGRP
chooses the routes based on fixed points, which are the road
intersections (i.e., junctions). This increases the stability of the
constructed routes. Specifically, IGRP chooses the path that
maximizes connectivity probability while satisfying the QoS
constraints regarding hop count, BER, and end-to-end delay.
Between any two intersections on the selected path, geograph-
ical forwarding is used to transfer packets, thus reducing the

Fig. 1. Message routing in VANETs using IGRP.

path’s sensitivity to individual node movements. To do so,
IGRP makes use of a central control unit, which is the gateway.
This latter node has indeed detailed information about the
MNs in its vicinity using a location-aware service and uses a
GA to choose the optimal routes. Note that our proposed GA
converges to the optimal or the near-optimal solution after a
few iterations, as will be shown in Section VI.

III. INTERSECTION-BASED GEOGRAPHICAL

ROUTING PROTOCOL

In this section, we introduce our proposed IGRP. First, we
present the system model used to build our framework. Then,
we present the functionality of IGRP.

A. System Model

We envision a VANET environment that consists of roads
with intersections, which is a typical scenario in urban areas.
We assume location-aware vehicles that obtain their geographi-
cal position from a global positioning system (GPS) receiver or
other location service such as in [15]. Vehicles also have access
to a digital map of the area using an onboard navigation system
to determine the position of its neighboring road intersections.
Such kind of digital map has already been commercialized. The
latest one is developed by MapMechanics [16], which includes
road speed data and an indication of the relative density of
vehicles on each road. Yahoo is also working on integrating
traffic statistics in its new product called SmartView [17], where
real traffic reports for major U.S. cities are available.

The street map is abstracted as a graph G(V,E). For any two
intersections A and B, (A,B) ∈ G if and only if there is a road
segment connecting A and B and vehicles can travel on that
segment.

In the urban scenario we are considering, the network con-
sists of MNs (vehicles) and stationary Internet gateways that do
not provide full city coverage (see Fig. 1). When a message is
generated at an MN, depending on its location, it may need to be
relayed multiple times through several vehicles before reaching
the closest gateway.
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B. Functionality of IGRP

Recent studies in multihop routing in VANETs [3]–[5], [36]
have shown that, with the GPS and digital map, geographic
routing, in which data packets are forwarded from the source to
the destination with the aid of the nodes’ location information,
has high end-to-end packet delivery ratio, low end-to-end delay,
and low control overhead. All these protocols assume that an
efficient location management service is available to provide
the source node with the destination’s location. Hence, a good
location management scheme in VANETs is important to sup-
port geographic routing and other location-based applications,
as adopted in IGRP.

Specifically, in IGRP, a source node needs to know the
route that it should use to forward data packets to the Internet
gateway. This information is provided by the Internet gateway,
which has an up-to-date view of the local network topology.
Indeed, this gateway acts as a location server where it is respon-
sible for saving current location information about all vehicles
in its vicinity. This can be addressed using our previously
proposed location service management protocol called Region-
based Location-Service-Management Protocol (RLSMP) [15].
Specifically, each vehicle reports its location information to
the gateway each time it moves one transmission range farther
from its previous location. This information contains the node
ID, transmission range Tr, X and Y coordinates of the node
location, time of the last update, and the velocity and direction
of the node’s movement. Based on these location information,
the Internet gateway constructs a set of routes between itself
and the MNs. Nevertheless, one should note that, if these routes
consist of intermediate MNs, these routes cannot be considered
to be stable due to intermediate nodes’ mobility. To increase
their stability, IGRP builds routes based on intermediate and
adjacent road intersections toward the gateway. These routes,
which are called backbone routes, are represented as sequences
of intersections, as shown in Fig. 1. This figure shows, for
example, three feasible backbone routes: A-B-D-F, A-C-D-F,
or A-C-E-F.

Based on the constructed backbone routes, the Internet gate-
way will select the path that has, with high probability, the
most “connected” road segments. A connected road segment
is a segment between two adjacent intersections with enough
vehicular traffic to ensure network connectivity. The selected
path will be then sent to the source node and will be stored
in the data packet headers to allow the intermediate nodes to
geographically forward packets between intersections. Indeed,
the forwarding process can be described as follows: When
the MN moves along the same junction, it chooses the next
hop based on the geographical forwarding algorithm, where
the next intermediate MN is chosen to be the node closest to
the intersection that terminates the backbone link. When the
MN is approaching an intersection, it selects a node closest
to the next intersection (i.e., next hop in the backbone route)
using geographical routing. Note that the “next intersection”
is known by the intermediate MN since this information is
stored in the received data packet header, as mentioned earlier.
Note also that, in our approach, the gateway selects the most
connected backbone path, and hence, the probability of finding
an intermediate MN toward the “next intersection” is high.

TABLE I
Tr SETTINGS

It is worth noting that the path selection process is achieved
while ensuring the QoS requirements of the VANET appli-
cation, mainly tolerable delay, bandwidth usage (represented
by the hop count), and BER constraints. In view of this, to
meet the end-to-end delay requirements, the selected backbone
routes should have high connectivity probability. One way to
increase the connectivity probability in low-density roads is to
increase the transmission range Tr of the MNs. On the other
hand, when road density increases, Tr should be reduced to
avoid high interference and then reduce the error rate without
deteriorating the network connectivity. Hence, in IGRP, the
gateway will decide on the transmission range that the source
node (i.e., the vehicle requesting the optimal backbone path)
should use to achieve high route connectivity and, at the same
time, low error rate. Table I illustrates the node density ranges
and the corresponding Tr values. More details will be presented
in Section VI.

To meet the various QoS requirements of users in a highly
dynamic environment, such as VANETs, one should avoid
establishing a backbone path for each MN. Instead, in our
approach, the backbone path is established for each group of
users satisfying the same QoS requirements and located in
the vicinity of each other (forming a cluster). Indeed, each
vehicle first queries its neighboring nodes about the optimal
backbone route before forwarding its messages. If the required
information is available, a positive response will be sent back
to the source node, including the optimal route. Otherwise, the
query will be relayed to the gateway to select the optimal path
according to the new user’s QoS requirement. Hence, users with
the same QoS requirements and belonging to the same cluster
share the same backbone route. The QoS granularity can be
determined according to the traffic flow type (audio, video, or
background data). This can be translated into upper bounds on
the end-to-end delay and the number of hops that a packet can
cross to reach the gateway, respectively, as will be shown in
Section V. Doing so, we can resolve the scalability problem of
routing. Note also that the backbone routes are recomputed by
the gateway only if significant changes in the node density are
observed.

To illustrate the functionality of IGRP, let us consider the
simple example presented in Fig. 1. Assume that the red car
moves southward. To send its messages to the gateway, there are
three feasible backbone routes, i.e., A − B − D − F , A − C −
D − F , or A − C − E − F . In this case, the local gateway
selects the A − C − D − F path since it is the most connected
path. Indeed, forwarding the packet through this backbone
route would be faster than through other routes since they
present some disconnection parts. The reason is that, in case
of disconnection, the packet has to be carried by the vehicle,
whose moving speed is significantly slower than the wireless
communication. More formally, Algorithm 1 illustrates the
functionality of IGRP.
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TABLE II
LIST OF PARAMETERS

In the following, we present the analytical framework that
is used to derive the connectivity probability, end-to-end delay,
hop count, and BER. Table II describes the parameters used in
the analysis.

Algorithm 1 IGRP
1:In the network
2:if (a gateway) then
3: if There is a significant change in the node density then
4: Recalculate the transmission range;
5: Recalculate the routes between the different inter-

sections and the gateway;
6: Send this data to the nodes in the network;
7: end if
8:end if
9:if (an MN) then
10: if Has data to transmit then
11: Queries its neighbors about the optimal backbone

route before forwarding its messages.
12: if the required information is available then
13: A positive response will be sent back to the

source node including the optimal route.
14: else
15: The query will be relayed to the local gate-

way using normal geographical routing.
16: Receive the required information from the

gateway;
17: end if
18: end if
19: Save the updated route information;
20: Adjust the transmission range;
21: Use this route to forward the data packets to the

required destination;
22:end if

Fig. 2. Two-lane road segment.

IV. ANALYTICAL FRAMEWORK

As stated before, we model the road network as a graph
G = (V,E) consisting of road intersections (i.e., junctions)
v ∈ V and road segments e ∈ E connecting these junctions.
We consider a two-way road scenario, where vehicles are
moving in two opposite directions on each road segment and
then the message route may contain vehicles moving in the
opposite direction. Each road segment has two lanes, as shown
in Fig. 2. The road segment is divided into equal slots. Each slot
corresponds to one transmission range Tr. That is, the two-lane
road is divided into slots according to the transmission range of
the nodes.

In IGRP, the local gateway needs to have an up-to-date view
about the local network topology, so that it can update the
estimated statistics about each segment in road graph G. These
statistics include the following: 1) the average speed of nodes
on segment j (denoted by Ŝ) and 2) the average spatial node
density (denoted by γ1 and γ2 for lanes 1 and 2, respectively).
The average node density is the number of vehicles per lane per
kilometer.

In the following, we derive analytical expressions for connec-
tivity probability Pc, the BER, delay D, and hop count Hc of a
backbone route y in a two-way road scenario. Backbone route
y consists of a number of intersections v1, v2, . . . , vm, which
are connected by a set of road segments e1, e2, . . . , en, where
n = m − 1.

A. Connectivity Probability Pc

To compute Pc, let us first derive the connectivity probability
Pcj of the road segment j (j ∈ {e1, e2, . . . , en}). In this paper,
data packets are relayed in the same direction as the vehicles’
movement direction, as opposed to the strategy proposed in
[18]. To increase the connectivity probability, one may be
able to take advantage of the vehicles moving in the opposite
direction on a two-way road scenario (see Fig. 2).

In this context, let us define a broken link between two con-
secutive vehicles Ni and Ni+1 within a road segment j as a link
with length l = Xi > Tr. This broken link is fixable if there are
vehicles in the opposite direction within the transmission range
of each other and connecting Ni to Ni+1. This implies that the
distance between any two consecutive vehicles of the new path
on lane 2 must be smaller than transmission range Tr.
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Let k1 and k2 be random variables denoting the number of
vehicles that are present in an interval of length Tr on lanes 1
and 2, respectively (see Fig. 2). Assuming that the vehicles on
both lanes are uniformly distributed with node spatial density
γ1 for lane 1 and γ2 for lane 2, then k1 and k2 are Poisson
distributed with the probability mass function given as follows:

f(k1) =
(γ1Tr)k1

k1!
e−γ1Tr (1)

f(k2) =
(γ2Tr)k2

k2!
e−γ2Tr . (2)

Using (2), the probability Pf that a broken link between
two consecutive vehicles Ni and Ni+1 is fixable can thus be
given by

Pf =
�Xi/Tr�∏

k=1

(1 − f(k2 = 0))

= (1 − e−γ2Tr )�Xi/Tr�. (3)

Note that the number of vehicles on lane 1 follows a Poisson
distribution and that the distance Xi between Ni and Ni+1 is
exponentially distributed with parameter γ1. To compute Pcj ,
one should note that more than one broken link on lane 1 can
occur. Let Q be a random variable denoting the number of
broken links on lane 1. Road segment j will be considered
as connected if all the Q links are fixable. Let Pc|Q be the
conditional connectivity probability, given that there are Q
broken links. Pc|Q can be written as

Pc|Q(q) =
q∏

i=1

Pf ∀q = 0, 1, . . . , Cj − 1

= (1 − e−γ2Tr )
∑q

i=1
�Xi/Tr�

= (1 − e−γ2Tr )

(
α− (Cj−1−q)

γ1Tr

)
(4)

where Cj denotes the number of nodes on lane 1 of road seg-
ment j. To obtain the total connectivity probability of segment
j, it is important to know the probability mass function of Q
(i.e., PQ(q),∀q = 0, 1, . . . , Cj − 1). Recall that a link is broken
if the distance between any two consecutive vehicles is larger
than Tr. Let Pb be the probability that a link q is broken.
Since the distance between any two consecutive vehicles is
exponentially distributed, it follows that

Pb = Pr{Xi > Tr} = e−γ1Tr . (5)

Hence

PQ(q) =
(

Cj − 1
q

)
× P q

b × (1 − Pb)(Cj−1−q). (6)

Therefore, the total connectivity probability of road segment
j can be expressed as

Pcj =
Cj−1∑
q=0

Pc|Q(q) × PQ(q). (7)

Finally, the connectivity probability of the backbone route,
which is formed by n road segments, is given by

Pc =
n∏

j=1

Pcj . (8)

B. BER

A measure of the route quality is the BER, which is mainly
affected by the transmission range. Increasing the transmission
range increases the BER because of the channel fading and
interference. The BER on each link between two consecutive
nodes can be given as [18]

BERl =
1
2

(
1 −

√
2σ2

fα1Pt/z2

Ptherm + 2σ2
fα1Pt/z2

)
(9)

where α1 is a constant, Pt is the transmission power, Ptherm =
α2Rb is the thermal noise power, α2 is a constant, Rb is the
transmission data rate, and 2σ2

f is the mean square value of
the signal envelope described by the Rayleigh density function
[19]. z is the hop length between two consecutive nodes. Given
that the distance Z between two vehicles is exponentially
distributed, the probability density function (pdf) of Z can be
written as follows:

f(Z) =
{

ρe−ρz

1−e−ρTr
, if 0 ≤ z ≤ Tr

0, otherwise
(10)

which represents the conditional pdf of the distance between
two consecutive vehicles, given that the distance between them
is less than or equal to transmission range Tr. Therefore, the
expected BER for one link between two consecutive vehicles
can be calculated as

E [BERl(Z)] =

Tr∫
0

BERl(z)fZ(z)dz. (11)

In addition„ the BER BERj of the street segment j is given
as follows:

BERj = 1 − (1 − E [BERl(Z)])(Cj−1) . (12)

Finally, the BER of a backbone route y formed by n road
segments is given by

BER =
n∏

j=1

BERj . (13)

C. Delay D

The end-to-end delay D of a backbone route y defines the
time it takes for a data packet to arrive at the gateway from the
time it was sent out from the MN. Given the fact that route y
from an MN to the gateway consists of a total number of road
segments n and each road segment j has an estimated delay Dj ,
then D can be expressed as

D =
n∑

j=1

Dj . (14)
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Delay Dj depends on the number of MNs Cj traveling on
road segment j and on the time required for a message to be
transmitted between the two MNs Ni and Ni+1, which are
traveling on road segment j. The time required for a message to
travel from node Ni to node Ni+1 depends on the strategy that
Ni uses to forward the message. If Ni uses hop-by-hop greedy
forwarding, the delay will be the time needed to process and
transmit the message, which are denoted as tp. On the other
hand, if Ni uses the carry-and-forward strategy, the message
carried by Ni will travel with the same speed Si as that of MN
Ni. Thus, the delay depends on Si and the distance traveled by
Ni while carrying the message until it is able to forward the
message to the next MN Ni+1, i.e., when it comes within the
transmission range of Ni+1. To estimate delay D, two cases are
considered. Let α be defined as α = (L/Tr).

Case 1: One vehicle is allowed to forward the message
along the road segment. This case occurs if segment length
L is less than one transmission range Tr. In this case, α ≤ 1.
The delay of that segment will be tp, where tp is the time
that the vehicle needs to process and transmit the message. In
our study, we assumed an average value of tp to reflect the
behavior of a multichannel VANET. Indeed, in such networks,
where interferer wireless links operate on different channels,
multiple contentionless parallel transmissions can occur. In
doing so, collisions and interferences between transmissions
over interferer links are avoided. This assumption has been used
by several works such as [38]–[41]. It is worth noting that the
elaborated analytical model can reflect the real behavior of the
VANET as long as the use of different channels is ensured. In
addition, an efficient channel assignment algorithm needs to be
used to avoid contention and collisions, and to enable optimal
spatial reuse of available channels.

Case 2: More than one vehicle are allowed to forward
messages along the road segment. This case occurs when the
road segment length is larger than the transmission range (i.e.,
α ≥ 1), which is likely to be the case in real networks. In this
context, more than one hop is needed to forward the message
along that segment.

Let K be a random variable denoting the number of vehicles
present in the interval of length Tr on both lanes. Likewise,
K follows a Poisson distribution with the following probability
mass function:

f(K) =
((γ1 + γ2)Tr)

K

K!
e−(γ1+γ2)Tr . (15)

To compute the delay on the road segment, the strategy
that the MN uses to forward the message is considered. If
the message is forwarded hop by hop, the delay on such a
link will be tp as in the first case. On the other hand, if the
message is carried and forwarded by nodes, an estimate of the
portion β of the road segment that does not have any node to
forward the message is needed. In this case, the last node on that
portion receiving the message is allowed to carry and forward
the message along that portion. The vehicle will not transmit the
message until it comes within the transmission range of another
vehicle. This portion (β) can be estimated as

β = f(K = 0) = e−(γ1+γ2)Tr . (16)

In this case, the average delay can be computed using the
average speed of nodes on road segment j; recall that Cj is the
number of nodes on lane 1 of road segment j.

Thus, the average delay on road segment j can be given as

Dj =
{

tp, if α ≤ 1
α(1 − β)tp + β L

Ŝ
, otherwise (17)

where Ŝ is the average speed of nodes on lane 1 of road segment
j given as

Ŝ =
∑Cj

k=1 Sk

Cj
. (18)

D. Hop Count Hc

For a given backbone route y, the number of hops the
message travels on one road segment j is controlled by the
length L of the road segment and the transmission range Tr

of the nodes traveling on that road segment. If L is less than
Tr (, i.e., α ≤ 1), then one hop will be enough to transmit the
message on that road segment. On the other hand, if L is larger
than Tr (, i.e., α ≥ 1) the message can be transmitted hop by
hop, or it can be carried and forwarded. Thus, the average hop
count on road segment j can be given as

Hcj =
{

1, if α ≤ 1
α(1 − β) + βCj , otherwise. (19)

Accordingly, the hop count of a backbone route y formed by
n road segments is given by

Hc =
n∑

j=1

Hcj . (20)

E. Estimating the Transmission Range

It is worth noting that, using (7), the gateway will estimate
the transmission range Tr that each vehicle should use along
each road segment j to achieve high connectivity. To do so, it
uses the node density value of road segment j to decide on Tr

that guarantees a probability of connectivity approaching 1.
To illustrate this, let us consider Figs. 3 and 4. Fig. 3 shows

the relationship between road density and transmission range
for different values of probability of connectivity. As we can
see, when the node density is low, we need to increase the
transmission range to achieve high connectivity. On the other
hand, when the node density is high, a small transmission range
value is enough to guarantee high connectivity.

From Fig. 4, we notice that the connectivity probability
increases with the increase in transmission range. For example,
when the density is 10/750, a transmission range of 300 m
gives a connectivity probability approaching 1, which shown as
point 1. On the other hand, when the density decreases to 4/750,
the transmission range should be increased to 600 m to achieve
a connectivity approaching 1, which is shown as point 2.

Likewise, the BER increases when increasing the transmis-
sion range. To achieve a low BER, the transmission range
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Fig. 3. Transmission range as a function of node density.

Fig. 4. Probability of connectivity changes with both transmission range and
node density.

Fig. 5. BER and connectivity probability change with both transmission range
and node density.

should then be decreased. Therefore, Tr should be selected, so
that a tradeoff between increasing the connectivity probability
and decreasing the BER is achieved. Fig. 5 shows the effect of
increasing Tr on both the connectivity probability and BER.

Fig. 5 shows the effect of increasing Tr on both the connec-
tivity probability and BER for different node density values.
As we can see, for low node density, Tr is selected to be
the point of intersection between the two curves. As the node
density increases, the connectivity probability reaches 1 at low
Tr values. Therefore, in our simulations, Tr is selected to be the
value that results in connectivity 1 and, at the same time, results
in the lowest BER. For example, when node density γ is 5/750

(which is a high density), the Tr value is selected to be 450 m,
which is shown as point 1 in Fig. 5. On the other hand, when the
node density γ is 1/750 (which is a low density), the Tr value
is selected to be 750 m, which is shown as point 2 in Fig. 5.

V. FORMULATING MESSAGE ROUTING

AS AN OPTIMIZATION PROBLEM

In this section, we address the problem of finding the optimal
or the near-optimal backbone route y, which consists of a num-
ber of intersections v1, v2, . . . , vm connected by a set of road
segments e1, e2, . . . , en; n = m − 1. Note that intersection v1

is the first intersection in the backbone route that is connected to
the source node and that vm is the last intersection in the route
that is connected to the gateway.

The optimal or the near-optimal backbone route is the route
that maximizes the probability of connectivity while satisfying
the constraints on tolerable end-to-end delay, hop count, and
BER. The gateway uses this objective function to decide on
the backbone routes used by the MNs in its vicinity to forward
their data packets. Note that the delay constraint is translated
into an upper bound Dth, whose values depend on the intended
VANET applications. For instance, assigning low values for
Dth corresponds to delay-sensitive applications. However, high
values of Dth refer to delay-tolerant applications.

Hence, our approach can be formulated as an optimization
problem with the objective function given as

max
y

Pc(y) (21)

Pc(y) =
n∏

j=1

Pcj(y) (22)

subject to

D(y) =
n∑

j=1

Dj(y) ≤ Dth (23)

Hc(y) =
n∑

j=1

Hcj(y) ≤ Hth (24)

BER(y) =
n∏

j=1

BER(y) ≤ BERth (25)

where Pc(y) is the connectivity probability of route y, and Dth,
Hth, and BERth are thresholds on the tolerable end-to-end
delay, hop count, and BER, respectively.

It is worth noting that our problem previously described is
nonprobabilistic hard [20]. Hence, to solve it, we propose a
GA, which is described in the following section, since this kind
of heuristic methods yields better results for routing problems
[21]–[25].

Fig. 6 shows the flowchart of the proposed GA, which
includes the following components: solution representation,
initialization, evaluation, selection, crossover, mutation, and
termination.
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Fig. 6. Flowchart of the proposed GA.

Fig. 7. Road map used in the simulation.

A. Solution Representation and Initialization

Choosing an appropriate representation to encode the fea-
sible solutions is the first step in applying GAs. This repre-
sentation should be suitable for the fitness function and the
genetic operations. In our approach, a natural encoding scheme
would be to define each intersection in the backbone route as a
gene. The backbone route consists of the identification number
of each selected intersection. Then, the ordered intersections
in one route can be represented as a chromosome. Therefore,
each feasible solution y consists of one chromosome, which
is denoted as v1, v2, . . . , vm. For example, routes 1-2-7-8-25,
1-28-27-26-25, and 3-6-9-8-25 in Fig. 7 are chromosomes.
Thus, an individual (or chromosome) is a vector containing the
ordered intersections.

Our GA search is conducted from a population of solutions.
The initial population is generated by randomly selecting fea-
sible solutions. Each solution or chromosome begins with the
intersection adjacent to the MN. The next gene is constructed

Fig. 8. One point crossover operator. (a) Two chromosomes with 7 as
crossover point. (b) Two new offsprings.

from a randomly selected intermediate intersection. Then, the
process randomly chooses the next intermediate intersection in
the backbone route, and the process stops when the next inter-
section corresponds to that adjacent to the Internet gateway. It is
important to ensure that the solution is feasible, i.e., it satisfies
the following two conditions: 1) Each of the two consecutive in-
tersections in the route are connected by a backbone link. 2) The
route satisfies the QoS constraints. A population of individuals
can be constructed by continuing this process until generating
a certain number of chromosomes called population size pz .

B. Evaluation

A value for fitness function f(y) is assigned to each chromo-
some y, depending on how it is close to solving the problem.
Then, the best individuals are selected, depending on their
fitness function. Since our objective is to maximize the con-
nectivity probability given in (21), fitness function f(y) can be
defined as follows:

f(y) = Pc(y). (26)

C. Selection

During the selection operation, the quality of the population
is improved by giving the high-quality solutions a better chance
to produce offsprings, which will be part of the next generation.
In our implementation, we use the roulette wheel selection
strategy. Doing so, the chromosomes are selected based on a
probability that is proportional to its normalized fitness value,
i.e., the probability of choosing a chromosome y corresponds to

Pselection =
f(y)∑pz

y=1 (f(y)/pz)
(27)

where pz is the population size.

D. Crossover

The crossover operation is usually executed with a prob-
ability θ. One possible crossover operator is the one point
crossover, where two chromosomes are selected from the
current population, and then, a common intermediate gene is
randomly selected. That is, the one point crossover operator
finds an intermediate intersection called point of crossover,
which is common to the two selected routes. Then, it swaps the
second part of each selected route beyond the point of crossover
to form two new offsprings. Fig. 8(a) shows two randomly
selected chromosomes with 7 as crossover point, and Fig. 8(b)
shows two new offspring. Note that it is important to check that
the new individuals are feasible.



SALEET et al.: IGRP FOR VANETs: A PROPOSAL AND ANALYSIS 4569

Fig. 9. Uniform mutation operator. (a) Chromosome with 1 as a point of
mutation. (b) New offspring.

E. Mutation

Mutation is an operator that causes random changes in the
genes inside one chromosome. Therefore, mutation causes di-
version in the genes of the current population, which prevents
the solution from being trapped in a local optimum. Mutation
is performed on the current population with rate µ. In our
implementation, we use a uniform mutation operator. Thus,
after choosing any individual from the population with equal
probabilities, we randomly pick an intermediate gene (intersec-
tion) and then randomly choose the adjacent intersection (see
Fig. 9). It is important to verify that the new individual is a
feasible solution.

F. Termination

The termination criteria, which is shown in Fig. 6, can be
based on the total number of generations, maximum computing
time, an acceptable threshold of the standard deviation between
solutions in one population, or a hybrid termination criteria
among them. In our implementation, we use the maximum
number of generations as a termination criteria.

VI. NUMERICAL AND SIMULATION RESULTS

In this section, we compare our proposal with respect to three
benchmark routing protocols, i.e., GPSR [11], GPCR [12], and
OLSR [6]. To this end, we developed our own discrete-event
simulator using Matlab. We used the IEEE 802.11p physi-
cal layer (PHY), which defines an international standard for
wireless access in vehicular environments. We started from an
available MATLAB/SIMULINK model, i.e., the IEEE 802.11a,
to obtain IEEE 802.11p PHY. We used also multipath Rayleigh
fading.

To implement IGRP, we implemented first the location-
service management protocol RLSMP [15]. The overhead
generated by this protocol has already been presented in our
previous work [15]. In our experiments, we consider different
scenarios representing morning rush hours (i.e., dense net-
work), noontime having intermediate density, and nighttime
with low density (sparse network). To do so, we use different
numbers of vehicles, given that the area of the simulated net-
work is fixed. The number of nodes is varied between 150 and
620 nodes. In addition, the mobility of nodes is modeled based
on a given street map where the mobility generator SUMO [27]
is used to generate vehicle mobility traces. The parameters set-
tings in our experiments are listed in Table III, where ts denotes
the simulation time and Ng is the number of generations for our
GA. Additional GA parameters are mutation rate µ, crossover
rate θ, and population size pz .

TABLE III
PARAMETER SETTINGS

Fig. 10. Connectivity probability.

To get an insight into our mathematical model, we first
compare between the routes chosen by the gateway using the
mathematical model and the simulation environment. In both
scenarios, there is a 97.5% confidence interval that the chosen
routes are the same, which demonstrates the accuracy of our
analytical model.

We ran experiments for IGRP under two scenarios. The first
one concerns nodes with fixed transmission range Tr and used
to simulate the basic performance of IGRP. In this case, Tr

equals to 250 m. In the second scenario, the Tr values are
no longer constant and are adapted to the changes in nodes’
densities on the different road segments. In this case, we used
the values depicted in Table I. Compared with the basic IGRP
(i.e., with fixed Tr values), IGRP with adaptive Tr can achieve
higher connectivity probability, less delay, less number of hops,
and less BER, as shown in Figs. 10 and 12.

In general, the performance of the basic IGRP approaches
that of IGRP with adaptive Tr when increasing the number of
nodes due to the increase in the nodes’ density. This behavior is
shown in Fig. 10 and Fig. 12(a) and (b) since, in a high-density
environment, the transmission range of IGRP with adaptive Tr

is reduced.
Let us now focus on the comparison of the performance of

IGRP with that of GPCR, GPSR, and OLSR. Fig. 10 shows the
connectivity probability for all protocols as a function of the
number of nodes in the network. As expected, IGRP chooses
routes that have high connectivity to relay messages with delay
that is below the maximum tolerable delay threshold, partic-
ularly in low-density networks. Indeed, IGRP selects routes
with higher number of nodes to achieve higher connectivity
probability and, at the same time, meet the delay, hop count, and
BER constraints. On the other hand, GPCR and GPSR select the
nodes on routes that have minimum distance from the gateway.
Therefore, they select the path with a minimum number of
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Fig. 11. CDF of the probability of connectivity for N nodes. (a) N = 200. (b) N = 400. (c) N = 600.

Fig. 12. Impact of variation of the number of nodes on the end-to-end delay, hop count, and BER. (a) End-to-end delay. (b) Hop count. (c) BER.

intersections, without taking into consideration the connectivity
degree. As such, in GPCR and GPSR, more nodes are allowed
to use the store-and-forward mechanism, which decreases the
probability of connectivity and increases the delay (see Fig. 10).
For OLSR, since the intermediate nodes build routes based
on the topology information in the local table, the message
forwarded on these routes may face a route failure due to the
stale information resulting from the high mobility of nodes. At
that time, the intermediate node waits for a route maintenance
reply to begin to forward the message again, which deteriorates
the probability of connectivity.

Fig. 11 compares the cumulative distributed function (cdf) of
the probability of connectivity for the links used by the afore-
mentioned protocols for 200, 400, and 600 nodes. From this
figure, we can notice that IGRP often uses links with high prob-
ability of connectivity (i.e., higher than 0.9) compared to with
the remaining protocols. Indeed, 74%, 86%, and 91% of the
links with 0.9 < Pc < 1 are used by IGRP for the 200-, 400-,
and 600-node cases, respectively, against 62%, 75%, and 84%
for GPSR; 62%, 80%, and 86% for GPCR; and 70%, 84%, and
90% for OLSR.

Fig. 12(a)–(c) shows the end-to-end delay, hop count, and
BER for all protocols as a function of the number of nodes in
the network, respectively. Note that the results of Fig. 12 are
obtained assuming a multichannel environment. Indeed, in our
simulations, different nonoverlapping channels are assigned to
interferer links, thus allowing multiple contentionless parallel
transmissions. This can be realized using multiple radio inter-
faces and efficient interference-aware channel assignment (e.g.,
[42]). In such scenario, we can notice that the delay decreases
with the increase in network density. The reason is that, in case
of low-density networks, the packet has to be carried by the
vehicle, whose moving speed is significantly slower than the
wireless communication. On the other hand, in high-density

networks, wireless transmission over different channels is more
often used. This can indeed be realized since, in a high-density
environment, the transmission range of IGRP with adaptive Tr

is reduced. As such, the average number of interferer links will
be reduced. This significantly decreases the end-to-end delay,
as observed in Fig. 12(a). It is worth noting that, for the case
of single radio interface, interference between vehicles may
significantly degrade the end-to-end delay.

Moreover, Fig. 12(b) shows that IGRP constructs routes with
enough number of nodes to avoid disconnectivity but, at the
same time, does not choose routes that have a very high number
of nodes (i.e., high density), which results in less network
contention and, then, lower BER, as shown in Fig. 12(c).

On the other hand, GPCR chooses the next road intersection
without considering if there are enough nodes to relay the mes-
sage. As a result, less number of nodes are selected [as shown
in Fig. 12(b)], but a relatively higher delay is experienced due
to frequent use of the carry-and-forward strategy [as seen in
Fig. 12(a)] and a relatively lower BER due to the low dense
routes [as shown in Fig. 12(c)]. Considering OLSR, routes fail
often and may encounter loops very often, which increases
the number of nodes in the route toward the gateway and,
consequently, increases the delay and then the BER. Regarding
GPSR, since it is a position-based routing protocol, it selects
routes that have nodes close to each other, which results in
higher connectivity, less delay, and a very high number of nodes
and BER, compared with both GPCR and OLSR.

Fig. 13(a)–(c) shows the impact of the delay threshold
(Dth), the hop count threshold (Hth), and the BER threshold
(BERth) on the connectivity probability. From Fig. 13(a), we
can notice that the connectivity probability decreases when
increasing Dth. This is related to the fact that more vehicles
are allowed to carry the message, which will be transmitted
with the same speed as that of the vehicles. As such, routes will
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Fig. 13. Impact of the threshold levels on the probability of connectivity Pc. (a) Impact of Dth. (b) Impact of Hth. (c) Impact of BERth.

Fig. 14. Impact of Dth on the end-to-end delay, hop count, and BER of a backbone route. (a) End-to-end delay. (b) Hop count. (c) BER.

Fig. 15. Delivery ratio of IGRP when varying the number of nodes and the packet rate. (a) Impact of variation of the number of nodes. (b) Impact of packet rate
variation.

have more nodes that are distant by more than the transmission
range, thus decreasing connectivity probability.

Fig. 13(b) shows that the connectivity probability increases
when increasing Hth. This is due to the fact that routes with
more and more vehicles are allowed to be selected. This en-
forces hop-by-hop forwarding and may result in higher connec-
tivity probability.

Fig. 13(c), on the other hand, shows that the connectivity
probability increases when increasing BERth. Indeed, increas-
ing the BER threshold allows the selected routes to have more
and more nodes, which causes contention in the network but,
at the same time, increases the connectivity probability of these
selected routes.

Note that variations of the threshold levels (i.e., Dth, Hth,
or BERth) do not affect the performance of GPSR, GPCR,
or OLSR since they do not consider these parameters in the
routing process.

Fig. 14(a)–(c) shows the effect of increasing the tolerable
delay threshold on the delay, hop count, and BER of a se-
lected backbone route, respectively. Increasing the tolerable
delay threshold will allow the routes to have more and more
nodes that carry and forward the messages, which increases the
delay needed to deliver the messages, as shown in Fig. 14(a).
However, this will decrease the number of nodes in the selected
routes, which results in less hops, as shown in Fig. 14(b), and,
at the same time, will decrease the contention in the network,
thus decreasing the BER [see Fig. 14(c)].

Fig. 15(a) and (b) shows the effect of both the number of
nodes and the packet rate on the delivery ratio, respectively.
From those figures, we can see that the delivery ratio decreases
when increasing the number of nodes and the packet rate due to
the increase in the network contention.

It is worth mentioning that our GA does not guarantee
optimality but rather gives optimal or near-optimal solutions. To
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Fig. 16. GA scenarios. (a) Scenario 1. (b) Scenario 2. (c) Scenario 3.

Fig. 17. Computation time of the proposed GA when varying the node density and node velocity. (a) Impact of node density variation. (b) Impact of node
velocity variation.

illustrate this, Fig. 16 shows the convergence of our proposed
GA using different scenarios. Specifically, Fig. 16(a) shows a
scenario where our algorithm converges to the optimal solution
after 11 iterations. On the other hand, Fig. 16(b) shows a second
scenario where our algorithm could not reach the optimal
solution, but it could find a near-optimal solution that is just
0.16% less than the optimal value. Finally, Fig. 16(c) shows
that our GA could reach the optimal solution but after a large
number of iterations (after 20 iterations). In this case, it is up to
the decision maker if he/she would like to have exact solution
after 20 iterations or be satisfied by the quality of the solution,
which is just 0.24% less than the optimal value, which can be
achieved after only nine iterations.

Finally, Fig. 17(a) and (b) shows the processing time needed
by the gateway to compute the backbone routes as a function of
the node density and the node velocity, respectively.

In Fig. 17(a), node density is varied between 1.5 and
6 veh/km. From that figure, we can see that the gateway
computation time increases with the increase in node density. It
is about 60 and 200 ms at low and high densities, respectively.
This is due to the fact that the gateway will need more process-
ing time to be able to consider more nodes in its decision when
the node density increases. Fig. 17(b), on the other hand, shows
the impact of the average node velocity on the computation time
for the 200-node-network case. In each simulation, the average
vehicle speed is chosen between 50 and 65 km/h and remains
the same for all road segments. In addition, the node density

is kept constant by replacing every vehicle, leaving the road
segment by a new one entering the road segment. We can see
that the gateway computation time does not significantly vary
when we vary the average node velocity and lies between 50
and 60 ms. This confirms that the constructed backbone routes
are not affected by the individual nodes’ mobility but rather
depend on the node density [as shown in Fig. 17(a)].

VII. CONCLUSION

In this paper, we have proposed a new approach for routing
messages in city-based environments that takes advantage of
the roads layouts to improve the performance of routing in
VANETs. Our proposal IGRP tends to satisfy QoS constraints
on four performance metrics: 1) tolerable end-to-end delay;
2) connectivity probability; 3) bandwidth usage; and 4) BER.
To achieve this, we have formulated the QoS routing problem
as a constrained optimization problem. We have also derived
analytical expressions for the four performance metrics in a
two-way street scenario. Using both analytical and simula-
tion approaches, we have compared our proposal with GPSR,
GPCR, and OLSR. We have found that IGRP achieves bet-
ter performance. Indeed, it selects routes that are connected
and, at the same time, satisfies thresholds on the end-to-end
delay, hop count, and BER. As such, our solution stands out
as a promising candidate for large-scale ad hoc networks,
such as VANETs.
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