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Event Detection in Wireless Body Area Networks
Using Kalman Filter and Power Divergence
Osman Salem , Ahmed Serhrouchni, Ahmed Mehaoua, and Raouf Boutaba , Fellow, IEEE

Abstract—The collected data by biomedical sensors must be
analyzed for automatic detection of physiological changes. The
early identification of an event in collected data is required to trig-
ger an alarm upon detection of patient health degradation. Such
alarms inform healthcare professionals and allow them to quickly
react by taking appropriate actions. However, events result from
physiological change or faulty measurements, and lead to false
alarms and unnecessary medical intervention. In this paper, we
propose a framework for automatic detection of events from col-
lected data by biomedical sensors. The proposed approach is
based on the Kalman filter to forecast the current measurement
and to derive the baseline of the time series. The power diver-
gence is used to measure the distance between the forecasted
and measured values. When a change occurs, this metric sig-
nificantly deviates from past values. To distinguish emergency
events from faulty measurements, we exploit the spatial correla-
tion between the monitored attributes. We conduct experiments
on real physiological data set and our results show that our
proposed framework achieves a good detection accuracy with a
low false alarm rate. Its simplicity and processing speed make
our proposed framework efficient and effective for real-world
deployment.

Index Terms—Wireless body area networks, anomaly detection,
reliability, fault detection, Kalman filter, power divergence.

I. INTRODUCTION

W ITH the rise of elderly populations and the continual
increase in average lifetime, the shortage of places in

hospital and healthcare professionals lead to long waiting lines
clogging emergency rooms and the demand for doctors and
staff seems to never be satisfied.

The excessive congestion is caused by many patients kept
under monitoring and requiring minimal attention in these
facilities. Healthcare professionals are interested in remote
monitoring of patients’ vital signs, as well as their surrounding
environment. These interests are driving the development and
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deployment of biomedical sensing for remote collection and
transmission of physiological data from monitored patients.

In medical monitoring, patients are equipped with small
biomedical sensors on different places of their bodies to mon-
itor one or several physiological attributes. This set of sensors
on human body is referred to as Wireless Body Area Network
(WBAN). The sensors are tiny and use one of existing wireless
technologies (ZigBee, Bluetooth, etc.) to transmit the measure-
ments to a portable Local Processing Unit (LPU). The latter is
usually less constrained in terms of processing power, energy
and transmission range.

WBANs are great assets for both patients and professionals
because they reduce healthcare costs by solving many known
problems (e.g., overcapacity, excessive waiting time, sojourn
time, number of nurses, etc.) mainly by reducing the number of
occupied hospital beds by patients under monitoring. Various
clinical conditions can be prevented or better monitored using
WBANs, where the collected data in real-time can be used to
follow the evolving state of the remotely monitored patient,
for early detection of clinical emergency and fast reaction for
eventually saving the life of the monitored patient [1].

In addition to cost reduction, the pervasive monitoring using
WBANs enables patients mobility and freedom of movement,
by allowing them to perform their daily life activities while
being monitored. The in-network processing of collected data
from different sensors allows to raise an alarm upon detec-
tion of unusual change associated with potential diseases, and
quickly warn healthcare professionals to prescribe the appro-
priate medical care. For example, high blood pressure is an
important indicator of cardiovascular diseases (heart attack),
an oxygenation ratio (SpO2) lower than 95% is an indication
of asphyxia, insufficient oxygen (hypoxia) or pneumonia.

Several medical sensors with limited wireless transmission
range are available today in the market at affordable price
(Shimmer [2], etc.). Available sensors are able to monitor dif-
ferent physiological attributes [3], such as Heart Rate (HR),
PULSE, SpO2, Respiration Rate (RR), Body Temperature
(T◦), Blood Pressure (BP), Galvanic Skin Rate (GSR),
Blood Glucose Level (BGL), ElectroCardioGram (ECG),
ElectroMyoGram (EMG), ElectroEncephaloGram (EEG), etc.
Most of existing sensors gather and transmit sensed data with-
out processing to remote devices for the purpose of detecting
events associated with emergency condition.

Pervasive healthcare services require the development of
real-time applications for the detection of emergency situa-
tions, such as the detection of the myocardial ischemia which
precedes heart attacks (or infarctions). The early detection
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prevents serious complications and damage of the heart
by therapies using anticoagulants or Percutaneous Coronary
Intervention (PCI) that reestablishes the normal blood flow in
the obstructed coronary artery.

However, the small size and weight of the used sen-
sors, their limited resources [4] make them susceptible to
various sources of environmental noise [5], [6] and malfunc-
tions, including hardware faults, corrupted sensors, energy
depletion, errors in the measurements, mis-calibration, elec-
tromagnetic interference, signal fading, disrupted connectivity,
patient’s sweating, dislocation, compromised sensors [7], etc.
These issues may lead to unreliable measurements [8], and
consequently wrong diagnoses and inappropriate treatments.

The above issues make the monitoring system unreli-
able [9]–[12] which may threaten the life of monitored
patients. They may result in a high rate of false alarms affect-
ing the trust level in such monitoring system, where reliability
is extremely important to ensure accuracy in the medical
domain [13]. Chipara et al. [5] show that sensing compo-
nents are the first source of unreliability in WBANs, and such
monitoring system will be rejected by healthcare professionals
and patients if not reliable. Consequently, faulty measure-
ments must be detected and isolated to ensure the accuracy
of medical diagnosis system.

A mechanism that allows to detect and filter out inac-
curacies in the collected data is of paramount importance.
However, the accurate analysis of different biomedical signals
is computationally complex and requires significant process-
ing power unavailable in existing tiny WBAN devices. Real
time processing using lightweight algorithms is required to
detect abrupt deviations in data and to distinguish between
a clinical emergency and faulty measurements. Both cases
(faulty and emergency) induce measurements that deviate from
normal behavior, and should be accurately detected and clas-
sified. Accordingly, an online anomaly detection mechanism
is required to identify abnormal patterns as a first step, and to
distinguish clinical emergency from faulty measurements as a
second step. Such detection mechanism is crucial for reliable
operation of medical WBANs in the detection of emergency
situations.

The main contribution of this paper is a novel frame-
work for anomaly detection in collected data by biomedical
sensors to distinguish faulty measurements from clinical emer-
gency. The proposed framework is lightweight and intended
to achieve detection in WBAN after the analysis of collected
data by sensors on the LPU. Our framework uses Power
Divergence (PD) to measure the distance between current and
predicted reference records using Kalman Filter (KF). The
value of PD increases when the measured record deviates
from the reference record. As the residual time series of PD
can be approximated by normal distribution with zero mean
N(0, σ2) [14], we use a robust version of z-score to detect
deviations. The distinction between deviations generated by
health degradation and faulty measurement is achieved through
correlation analysis of monitored physiological attributes.

The paper is structured as follows. Section II discusses
related work. Section III describes our proposed frame-
work. Section IV presents our experimental evaluation results.

Finally, Section V concludes the paper and outlines future
research directions.

II. BACKGROUND AND RELATED WORK

A number of systems for remote monitoring of patients
have been designed, developed and deployed for gathering
vital signs at home and outdoor, such as: MEDiSN [1],
CodeBlue [15], Medical MoteCare [16], Vital Jacket [17].
Some comprehensive survey studies of medical applica-
tions using Wireless Sensor Networks (WSNs) are provided
in [18] and [19].

However, the collected data by WBANs usually have
low quality and poor reliability, due to interference, errors,
incorrect readings, environmental noise, missing values, incon-
sistent readings, damaged sensors, malicious injected data,
etc. Different approaches for anomaly detection have been
proposed and applied in WSNs to detect abnormal deviations.
Existing solutions in the literature stem from different dis-
ciplines such as statistical methods, information theory and
Machine Learning (ML).

Statistical methods can be classified into 2 categories:
parametric and non-parametric methods. Parametric methods
assume a known distribution of collected measurements, hav-
ing the parameter θ1 before the change and another parameter
θ2 after the change point. Non-parametric methods do not
assume a specific distribution for values, and use distance
between data points to measure the deviation between them.

Information theory focuses on determining the relevance of
a certain data set using measurements such as the entropy [20],
e.g., if all observations belong to the same class, the entropy
is equal to zero, but once the observations are scattered in
different classes, the entropy approaches one.

ML algorithms build a classification model to distinguish
normal data from anomalous data by separating them into
2 classes. Various algorithms have been applied, such as
Bayesian Network (BN [21]), Decision Tree (DT [22]),
K-Nearest Neighbor (KNN [23]), Support Vector Machine
(SVM [24]), etc. Such algorithms generate a classification
model based on correlational and statistical analysis of train-
ing data set, and the derived model is applied to classify test
instances as either normal or abnormal.

ML algorithms require labeled data with balanced classes to
build the classification model. However, training data are often
skewed (unbalanced classes) or even unavailable in practice.
Furthermore, the computational complexity of deriving such
models adds significant load and consumes the scare resources,
e.g., quickly depleting the limited LPU energy. These prob-
lems (training data and complexity) make the derivation (and
the update) of classification model a challenging task, and are
avoided in our proposed approach.

A comprehensive analysis of modern fault and outlier detec-
tion techniques for WSNs is presented in [25]. Several types
of irregular readings have been captured and extracted from
WSN data including single spikes, long duration spikes result-
ing from noisy environments, and continuously anomalous line
fluctuations. To simplify the classification of WSN sensor fault
types, Sharma et al. [26] categorize faulty measurements into
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short faults, sporadic faults and constant faults. They found
that most existing fault detection methods fail to detect long,
short or constant faults with low intensity. Our proposed
approach is able to detect all types of anomalies and to discern
faulty measurements from health degradation.

Jurdak et al. [27] define the common types of anomalies
in WSNs as: network anomalies, sensor anomalies and data
anomalies. Their detection is achieved by building a model to
represent normal data, and any heavy deviation from the estab-
lished normal profile will be considered as anomaly. Usually,
the normal measurements follow the same distribution, and
the abnormal values (outliers) are generated by another dis-
tribution or require changes in statistical parameters in the
distribution function. Our approach is similar to that in [27],
in that we derive a reference record (or normal profile) and we
measure the distance between measured and reference records
to detect anomalies.

Chen and Juang [28] propose a score based approach for
anomaly detection in WSNs, which is based on Hampel filter
and Kernel Density Estimator (KDE) to identify outliers.
However, their approach does not take into account the correla-
tion between monitored attributes. The physiological attributes
are heavily correlated in time and space. Ignoring the corre-
lation through univariate analysis for anomaly detection may
lead to false negatives, because each individual attribute may
not exhibit an anomalous value [29]. Miao et al. [30] pro-
pose a failure detection approach for WSNs, which exploits
correlations to detect abnormal sensors and to uncover failed
nodes.

A common problem with the majority of existing anomaly
detection approaches is the lack of consideration of both
spatial and temporal correlations between monitored physi-
ological attributes. Previous work focuses on temporal cor-
relations without considering spatial relationships among
attributes. To increase the detection accuracy, the spatio-
temporal dependencies must be exploited to distinguish
between errors and medical emergencies, where measurements
tend to be correlated in time and space, and errors are usually
uncorrelated with other attributes.

Zhang et al. [31] note that only limited research makes
explicit use of spatial and temporal correlations for outlier
detection. Subramaniam et al. [32] proposed an anomaly
detection system in the sensor, system in the sensor, which
maintains a random samples of its measurements to esti-
mate the probability distribution of normal measurements.
A measurement that does not follow the same distribution
is considered abnormal. Our approach differs from theirs in
three ways. First, we do not assume that measurements fol-
low a known distribution. Second, we identify anomalies with
respect to sequential data smoothing (not only random sam-
ples) and adaptive processing of the normal model. Third, we
take into account spatial correlations between the data from
different sensors (not only temporal correlations).

Wu et al. [33] proposed a localized technique to distinguish
between events and outliers data by exploiting the spatial cor-
relations among measured values by neighboring sensors. Each
sensor fills a vector of measured data by its neighbors (over-
hearing), and applies z-score on a transform of the values in

the vector to identify faulty measurements. Their approach
differs in two ways. First, they assume redundant sensors
measuring the same parameter, which is difficult in medical
deployment of sensors. Second, they exploit only the spa-
tial correlations and do not consider the temporal correlations
between measurements to identify outliers.

Ni and Pottie [34] proposed a data fault detection approach
in sensor networks using a hierarchical Bayesian spatiotem-
poral (HSBT) technique, which assumes the existence of such
correlations without explicitly calculating or analyzing its vari-
ation. They use Bayesian model to detect specific phenomena
and use Maximum A Posteriori (MAP) to detect faults. Their
approach differs from ours in three ways. First, they assume
prior knowledge of an existing phenomenon to distinguish
with faulty measurements. However, in medical monitoring,
these phenomena are not strictly defined since they depend
on several parameters which are specific to the monitored
patient (age, length, weight, health condition, etc.). Second,
they require known data distribution for a specific phenomenon
to build the model, however physiological parameters do
not follow a specific distribution. Third, they assume linear
deployment of sensors, which is hard in WBANs, especially
with movements of the monitored patient.

Yu et al. [35] used an improved autoregressive moving
average model for intrusion detection in WSNs without con-
sidering spatial correlations. Mojarad et al. [36] proposed
an anomaly detection method that ignores temporal corre-
lations by constructing clusters regrouping sensors within
predefined similarity threshold. Measurements that do not
belong to any cluster are considered anomalies. In our work,
we exploit the spatio-temporal correlations analysis to reduce
the computational complexity and to discern faulty from health
emergencies.

O’Reilly et al. [37] survey the few existing correlated
methods (centralized and distributed) for anomaly detection.
Bettencourt et al. [38] propose a distributed anomaly detection
scheme for WSNs, where each sensor learns the distribution of
its measurements and the distribution of the difference between
its measurements and the measurements of its neighbors. In the
detection phase, the sensor compares the current measurement
with the previously derived distributions to identify deviations
using a significance test.

Bao et al. [39] exploit only the spatial correlations to pro-
pose a trust-based management scheme for intrusion detection
in WSNs. They focus on the discrimination between two
classes (malicious and event) without considering permanent
faults. Illiano and Lupu [7] also exploit only the spatial cor-
relations to detect malicious data injections in WSNs. The
similarity check in their estimation based framework allows
them to identify compromised sensors. They use linear regres-
sion to derive their estimation models and to reduce spatial
and temporal complexity. However, they also note that events
cause unpredictable changes in spatial patterns and more
sophisticated regressions need to be investigated.

Liu et al. [40] propose a distance based method to iden-
tify insider malicious sensors, while assuming that neighbor
nodes monitor the same attributes. Each sensor receives pack-
ets sent by neighbor sensors due to the broadcast nature
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of the network. Therefore, each sensor is able to moni-
tor its one hop neighbors and uses Mahalanobis Distance
(MD) between measured and received multivariate instances
from neighboring sensors to detect anomalies in a distributed
manner. Chen et al. [41] use graph theory to propose a
fully distributed anomaly detection system. However, it is
not practical in medical WBAN applications to use several
sensors that are monitoring the same parameter for anomaly
detection.

Another attempt to capture spatio-temporal correlations was
reported in [42]. It uses regression to build two models
using previous observations. However, as the model keeps
a sliding window of past collected instances, it is subject
to false alarms if outliers are not discarded from the train-
ing data that are used to build the model. In [43], the MD
has been used to classify electronic products as healthy or
unhealthy.

In our paper, we build on previous work to devise
more lightweight and more robust techniques specifically for
WBANs. We start by deriving a normal profile (denoted by ref-
erence record) through the use of KF model, which forecasts
the baseline using past records. The reference record is not
static and will be updated after each measurement. To measure
the dissimilarity between multivariate vectors (reference and
measured), we used the Power Divergence (PD) to detect devi-
ations from the established baseline model by KF for the cur-
rent instant. When a deviation is detected, we conduct spatio-
temporal correlations analysis between physiological attributes
to distinguish faulty measurements from medical emergency
situations. Faulty measurements do not trigger false alarms
and only correlated changes raise a medical alarm. Compared
to previous work, the originality of our approach lies in the
derivation (and update) of a reference model, computing the
distance between measured and reference records, detecting
deviations in the derived distance using robust techniques,
and exploiting the spatio-temporal correlations to reduce false
alarms.

III. PROPOSED APPROACH

We consider a general deployment scenario, where m wire-
less motes with restricted resources are placed on multiple
different positions of the body of monitored patient. These
small sensors are used to collect and transmit data to the
LPU (as shown in Figure 1), which is a central processing
device with more resources and higher transmission capabili-
ties than motes. The collected data are processed in the LPU
to detect abnormal patterns, isolate faulty measurements and
to raise alarms for healthcare professionals upon the detection
of a physiological change. We seek to detect abnormal values
associated with clinical emergency (events) and to reduce false
alarms triggered by faulty measurements.

Let A = (A1,A2, . . . ,Am ) be a multivariate time-
series associated with multiple physiological attributes, where
Am = (x1,m , x2,m , . . . , xn,m )T is a set of n observations
of the mth attribute. Am is the column m in the matrix A
given in equation (1). Ln represents an instance vector at
time instant n, where Ln = (xn,1, xn,2, . . . , xn,m ) is the

Fig. 1. WBAN in medical deployment scenario.

nth line in the data matrix A.

A1 A2 A3 . . . Am

A =

L1

L2
...
Ln

⎛
⎜⎜⎜⎝

x1,1 x1,2 x1,3 · · · x1,m
x2,1 x2,2 x2,3 · · · x2,m
...

...
...

. . .
...

xn,1 xn,2 xn,3 · · · xn,m

⎞
⎟⎟⎟⎠

(1)

To detect deviations in received records, we use the dis-
tance based method to compare the current distribution of
measured record Lt with a reference distribution of record
L
ref
t . With one or many abnormal values in measured records,

the distance between two sets of probability values will
increase significantly. For two discrete probability distributions
P = (p1, p2, . . . , pm ) and Q = (q1, q2, . . . , qm ), with pi ≥ 0,
qi ≥ 0, the sum of all elements in each vector is equal to one:

m∑
i=1

pi =

m∑
i=0

qi = 1 (2)

Let P denotes the reference distribution and Q represents the
distribution of the current measured record. To derive the prob-
ability distribution Q from the record Ln , we first compute the
sum of all elements in Ln , then the probability qi is calculated
as the ratio of each attribute to the sum of all values:

qi = xn,i/
m∑
j=1

xn,j (3)

The same goes for the derivation of the reference distribution
P from the reference record Lref

n = (zn,1, . . . , zn,m ):

pi = zn,i/
m∑
j=1

zi ,j (4)

The reference record Lref
n = (zn,1, . . . , zn,m ) contains the

normal values for each monitored physiological attribute. The
distance between a reference distribution P (derived from the
baseline record Lref

n ) and the current distribution Q (derived
from the current record Ln ) is analyzed to detect deviations
in measured data.

To detect anomalies in the measured record Ln , we start
by deriving the baseline (or reference) record L

ref
n in order

to calculate the distance between reference and current mea-
surements. To derive the reference record of the monitored
attributes, we use KF, which allows to estimate the current
measurements based on previous measurements and the state
of the model. KF is able to capture the baseline of the time
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series and to derive whole fields in L
ref
n . To compare the

two records (Lref
n and Ln ), the probability distributions P

and Q are derived and used as input for the distance metric
PD(P ||Q) (given in equation (13)). The PD is used to mea-
sure the deviation between current and reference (forecasted
by KF) distributions.

For clarification, let us consider a system with 4 monitored
attributes: HR, Pulse, RR and SpO2, where measured values at
time n are stored in the vector Ln = (x1,n , x2,n , x3,n , x4,n ) =

(80, 79, 15, 95). The baseline Lref
n contains the predicted val-

ues (by KF) for each attribute at time instant n, Lref
n =

(z1,n , z2,n , z3,n , z4,n ) = (80, 79, 15, 95), where zi ,n is the pre-
dicted value for xi ,n . The vector Q = (0.3, 0.29, 0.06, 0.35)
is derived from Ln , and the vector P = (0.3, 0.3, 0.05, 0.35)
is derived from Lref

n as given in equations (3) and (5).
In fact, when a physiological change spans over multiple

intervals [t, t + w], the PD will deviate from zero and may
generate w continuous spikes during the whole change interval.
The residual of the divergence metric (PD) can be approxi-
mated by normal distribution, where a robust version of zscore
is applied to detect deviations.

Our proposed approach involves 3 steps: 1) time series
forecasting using KF; 2) computing the distance between
reference and measured records using power divergence;
3) analysis of the residual using robust zscore to detect
deviations. We detail these 3 steps in the following
subsections.

A. Kalman Filter (KF)

KF is an optimal estimation algorithm used to estimate
parameters of interest from indirect, inaccurate and uncer-
tain observations. KF is well suited for online and real-time
processing, where new measurements can be processed as
they arrive, and without storing observations or past esti-
mates. The KF is the best linear estimator that minimizes the
mean-squared error of the estimated parameters.

KF produces accurate predictions for linear systems, and it
mays have problems with stability of prediction for complex
nonlinear system. Many physiological parameters (ECG, EEG,
etc.) have non-linear and highly dynamic measurements. The
Extended Kalman Filter (EKF) can be applied to a linearized
version of these signals with loss of optimality, where the
prediction is inaccurate in practice and it is not very stable with
slow convergence to a good solution. The Unscented Kalman
Filter (UKF) with the Unscented transformation describes the
nonlinear system better than the linearization, and rapidly con-
verges to a good solution. However, the EKF and UKF may
become unstable and results may be biased.

Zjajo [44] compares the estimation accuracy of readings
from temperature sensors using KF, EKF and UKF. He found
that UKF achieves the best precision and slightly outperforms
KF and EKF, at the cost of computational complexity. In our
approach, we used KF because of its computational efficiency,
and its small memory requirements. It requires less processing
power than EKF and UKF, and therefore it is more convenient
for online processing than UKF in a constrained resource envi-
ronment such as ours. Furthermore, the proposed system is

intended to analyze the vital signs (RR, SpO2, Pulse, HR,
etc.), which exhibit slow changes in a small time interval.

KF is a simple predictive model used to derive the baseline
of measurements through the estimation of the current mea-
surements based on previous measurements. The estimated
values are very effective for anomaly detection, especially
when looking at the difference between forecasted baseline
and measured values.

KF has been used in a variety of applications, such as noise
filtering, sub-space signal analysis, feature extraction, indoor
localization, etc. We use KF here for its baseline approxima-
tion with a lightweight computation complexity. KF assumes
the following linear models with additive Gaussian white
noise:{

St = FSt−1 + BUt−1 +Wt−1 Wt ∼ N (0,Q)
Zt = HSt + Vt Vt ∼ N (0,R)

(5)

St are the hidden states, Zt are the predicted measurements,
F is the state transition matrix, B is the control input matrix,
Uk is the control vector, H is the observation matrix used to
map state space into the observed space, Wt and Vt are white
Gaussian noise with zero mean and covariance matrix Q and R:

E
[
WiW

T
j

]
= Qδ(i − j ) and E

[
ViV

T
j

]
= Rδ(i − j )

(6)

E
[
WiV

T
j

]
= 0 ∀i , j (7)

δ (i − j) is the dirac delta function which has zero value
everywhere except when i = j, as given in equation (8):

δ(i − j ) =

{
1 if i = j
0 Otherwise

(8)

The prediction Zt of Xt at time instant t given the past
measurements X1,X2, . . . ,Xt−1 is performed in two phases:
prediction and correction. In fact, we use the notation Xt for
simplification, where Xt represents the measured value of a
given attribute at time instant t, which has been previously
denoted by xt ,i for the ith attribute and where the past mea-
surements are x1,i , x2,i , . . . , xt−1,i . In the prediction phase,
KF estimates the next state and the predicted covariance matrix
of the state:

St = FSt−1 + BUt−1

Pt = FPt−1F
T +Q

Zt = HSt

et = Xt − Zt (9)

where St and Pt are the estimate of the system state and
state transition covariance matrix before the measurement
update and correction. In the estimation phase, KF updates
its forecasting parameters and predicts the value of the next
measurement:

Kt+1 =
PtH

T

HPtHT + R
St+1 = St +Kt+1(Xt+1 − HSt )

Pt+1 = (I −Kt+1H )Pt (10)

where Kt is the KF gain. We can notice the impact of noise
in the update of state covariance Pt+1 in equation (10).
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The values of F, B and H distinguish different KF mod-
els, such as systems that take velocity and acceleration into
account to derive distance for indoor localization. In the sim-
plest prediction model of KF, we set A and H to identity and B
to zero, because we know that the measurement is composed
of the state value and some noise. The system state becomes
a vector storing the average of the measurements. We also
set the Q, R and P0 to 0.1 and S0 to 0 in similar manner as
in [45]. The used model to predict the state of the model in
equation (10) becomes:

St = St−1 +Kt × (Xt − Zt−1) (11)

Therefore, the predicted Zt = I × St value of Xt is:

Zt = Zt−1 +Kt × (Xt − Zt−1) (12)

After the derivation of reference time series using KF, we
analyze the distance between measured and forecasted records
using PD.

B. Power Divergence (PD)

PD [46] measures the distance between two probability dis-
tributions P and Q as given in equation (13). Its value is
near zero for similar distributions, and increases significantly
when the distributions diverge. PD is a general form of diver-
gence measures, where Kullback Leibler (KL [47]), Hellinger
Distance (HD [48]), chi-square (χ2 [49]) and other distances,
can be derived from PD by changing its parameter (β). PD is
given by:

PD(P ||Q) =
EP

[
(P/Q)β−1

]
− 1

β(β − 1)

=

m∑
i=1

pi (pi/qi )
β−1 − 1

β(β − 1)
(13)

where EP [.] is the expectation with respect to the posterior
probability distribution P. PD presents some interesting special
cases when changing its parameter β. For β = 0.5, PD is
proportional to HD [46] (PD = 4 × HD):

HD(P ,Q) =
1

2

m∑
i=1

(√
pi −

√
q i
)2 (14)

While for β = 2, PD is proportional to χ2 (PD = 1
2 × χ2),

where:

χ2(P ||Q) =

m∑
i=1

pi
2

qi
− 1 (15)

The power divergence family in equation (13) is undefined for
β = 0 or β = 1. However these cases are defined as follows:

lim
β→0

PD(P ||Q) = KL(Q ||P)

lim
β→1

PD(P ||Q) = KL(P ||Q) (16)

The reference distribution P is derived from the forecasted
record using KF and the distribution Q from the measured
record as given in equation (2). However, as the PD is

Fig. 2. Sliding window and residual.

asymmetric(PD(P ||Q) �= PD(Q ||P)), we have observed that
using the reverse distance metric, in which P is the distribu-
tion of the current record and Q is of the reference record, the
distance reacts stronger to change than the forward distance
(P as reference and Q as the current distribution). Therefore,
we conduct our experiments using the backward distance.

To detect deviations in PD, a threshold is required to sepa-
rate normal from abnormal distance values. When the distance
is larger than the threshold, a hypothesis change is assumed
and an alarm is triggered. However, with the real time varia-
tion of physiological attributes due to physical activities, the
distance values will fluctuate over time and a static threshold
is neither practical nor efficient.

To properly define a dynamic threshold, the residual time
series Ri associated with the difference between the current
and the previous value of PD (Ri = PDi−PDi−1) is derived,
and follows an approximately normal distribution with mean
μ and variance σ2. We use a robust version of zscore to detect
deviations.

C. Robust Zscore

The zscore uses the mean (μ) and standard deviation (σ) of
the residual time series (Rw

i = {Ri−w , . . . ,Ri}) to measure
the distance between a data point and the mean:

z =
Ri+1 − μ

σ
(17)

We use a sliding window of past w values of residual time
series (Ri ) as shown in Figure 2, to calculate μ and σ.
However, the data in the sliding window is not reliable and
may contain outliers, which disrupt the estimated values for
these statistical parameters.

When outliers are inside the sliding window, they dominate
and pull the statistical parameters (μ and σ) toward them, and
this leads to swamping and masking. Masking hides outliers
and swamping declares normal values as outliers. Therefore,
instead of removing the outliers from the estimation process,
we use robust statistical parameters by replacing μ and σ
by median (Q2) and Median Absolute Deviation (MAD) as
proposed in [50]:

rz =
Ri+1 −Q2

1.4826×MAD
(18)
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where Q2 (the middle of sorted vector) and MAD are calcu-
lated as follows:

Q2 = med(Rw
i ) =

{
Rw+1

2
if w is odd

1
2

(
Rw

2
+ Rw

2
+1

)
if w is even

(19)

MAD = median{|Rw
i −Q2|} (20)

The robust zscores are used to test if the value of Ri+1 is
normal or abnormal, where 95% of normal data lies within a
score of 1.96. When |rz | is greater than 1.96 (|rz | > 1.96), a
deviation is detected. It is important to note that data in sliding
window have zero or near zero MAD under normal condition,
and we use MAD = max(MAD, c1) to eliminate false alarms,
where c1 is a predefined constant greater than zero.

The robust zscore can only detect spatial deviations, without
any information on the underlying attributes responsible of
change. To identify the abnormal attributes, the KF forecasting
procedure can be exploited to pinpoint temporal deviation in
each attribute, by checking the Euclidean distance between
forecasted zi ,j and measured values xi ,j . When this difference
is greater than p% of the forecasted value (equation (21)), a
deviation is considered in the jth attribute.

ei =
∣∣xij − zij

∣∣ ≥ p × zij (21)

The value of p must be chosen as a tradeoff between false
alarms and detection accuracy. A large value of p will decrease
the false alarms and the detection accuracy, and a small value
of p will increase the false alarms and the detection accu-
racy. The optimal value of p was determined empirically,
where an upper limit of normal fluctuation between fore-
casted and measured values is set to 10% of the baseline.
In fact, forecasting using KF takes into account past measure-
ments to estimate the next one, and as the monitored vital
signs do not heavily change (no more than 10%) between
two consecutive measurements (1 second), the measured value
should not exceed 1.1 of the forecasted baseline, as given in
equation (22):

∣∣xij /zij
∣∣ ≤ 1.1 (22)

As physiological parameters are heavily correlated, and
faulty measurements are spatially unrelated with other
attributes, we use this correlation to distinguish faulty from
emergency situations. If the number of deviated attributes
is greater than r (nb ≥ r ), the deviation is generated
by physiological change and the LPU raises an alarm for
healthcare professionals to quickly react. Otherwise, the LPU
considers the measurement faulty and will not raise any
alarm.

On one hand, increasing the value of r will decrease the
number of false alarms and true positives. On the other
hand, decreasing the value of r will increase the number of
false alarms and true positives. Therefore, a tradeoff between
reduced false alarms and high true positives is required to set
the value of r. In our experiments, we set r = 2 to reduce false
alarms while keeping high true positives. We notice that both
values of r (r = 1 and r = 2) provide the same true positives
with highest false alarms when r = 1.

IV. EXPERIMENTAL RESULTS

In this section, we present our experimental results on real
physiological data set with annotations, which are publicly
available from the Physionet [51] Web site. We conduct exper-
iments over many subjects from Multiparameter Intelligent
Monitoring in Intensive Care (MIMIC [52]) to analyze the
detection accuracy and the false alarm rate. The aim of MIMIC
is to provide researchers with publicly annotated database of
Intensive Care Unit (ICU) patients after removing protected
health information. This database contains over 90 patient
records, and is used in the development and evaluation of
recently proposed system for patient monitoring. The average
length of these records is 40 hours.

To annotate patient data set, a clinician marks critical events
during the patient’s sojourn. Afterward, events are confirmed
by other clinicians. Annotations for alarms related to changes
in the patient’s status are typically available for limited number
of patient’s data, as this operation is time consuming. The
available physiological attributes in each record depends on
the clinical state of the patient, where available record may
include: one or two leads of surface ECG, systolic Arterial BP
(ABPsys), diastolic Arterial BP (ABPdias), mean Arterial BP
(ABPmean), HR, Pulmonary Artery Pressure (PAP), PULSE,
Respiration (RESP), SpO2, Body Temperature, etc.

The ECG is the electrical signal generated during heart
activities (contraction/decontraction) and it is measured in mV.
The BP measures the strength of blood when pushing against
the blood vessels and it is measured in millimeters of mercury
(mmHg) and is written as two numbers (systolic/diastolic).
The HR and the PULSE measure the number of heartbeats
per minute from two different places on the patient body, and
they are measured in beats per minute (bpm). The PAP is the
pressure the heart exerts to pump blood through arteries of the
lungs. The respiration rate is the rate at which breathing occurs
and it is usually measured in respirations per minute (rpm).
The SpO2 measures the amount of oxygen in the blood and
it is measured as a percentage (%) in non-invasive method
using pulse oximetry. Due to space limitation, we present
our results only on part of the data of subjects 55, 221 and
226. These records contain 7 attributes: ABPsys, ABPdias,
ABPmean, HR, PULSE, RESP, SpO2. As ABPmean is derived
from ABPsys and ABPdias, we focus only on five attributes:
BPmean, HR, PULSE, RESP and SpO2. Annotations for those
records are provided with the dataset.

Measured value of each attribute is compared with the pre-
dicted value using KF, which subsequently depends on past
values and the state of the system. When the PD distance
between measured and forecasted values in the record deviates
from previous measurements, a temporal analysis is conducted
to check the number of deviated attributes. As physiological
parameters are correlated, clinical emergency induces at least
r attributes, and faulty measurements are usually uncorrelated
with other measurements. Afterward, we conduct performance
analysis using the Receiver Operating Characteristic (ROC)
and we compare the accuracy of our proposed approach with
MD, SVM and decision tree (J48).

In our experiments, we set the size of the sliding window w
to 10 to estimate Q2 and MAD, with 70% of overlapping after
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Fig. 3. Arterial Blood Pressure (ABP).

each step, rz is set to 1.96 and r is set to 2. The parameters
for KF are: F = I5, B = 0, Q = 0.001, H = I5, R = 4,
S0 = 0 and P0 = 1. For the clarity of representation of the
used physiological parameters in our experiments, we start by
showing the variations of each attribute.

We start by focusing on part of the physiological data from
subject 55, a young man of 38 years diagnosed with respiratory
failure. The monitoring duration lasts for 37.5 hours. We focus
only on the part of the physiological data where it cannot easily
distinguish faulty measurements from clinical emergency. The
variations of the ABPmean are presented in Figure 3, where
ideal values for BP fall inside the interval [80 − 120]. By
visually inspecting the variation of the BP, we can identify 1
zone of abnormal change, even outside the range of normal
value. The variations of the HR are shown in Figure 4. The
normal values of the HR are inside the interval [60 − 100]
for a healthy adult at rest. We can visually identify 1 zone of
abnormal variations between 5000 and 104 in Figure 4.

The variations of the PULSE are shown in Figure 5.
Visually, we can identify the same zone of abnormal variation
in the same range. The variations of the normal respiration
rate are inside the interval [12 − 15]. The variations for this
subject are presented in Figure 6 with abnormal variations
between 5000 and 104 containing spikes with near zero value
followed by an augmentation in respiration rate.

The SpO2 represents the percentage of oxygen in blood
and varies within the range [95% − 100%]. A lower value is
synonymous of asphyxia, lack of oxygen and heart disease.
In Figure 7, we can notice one spike with zero value near
104 followed by normal values. We also plot in each of the
previous figures (3), 4, 5, 6 and 7 the forecasted values using
the KF.

To show the correlations between monitored attributes, we
depict the variations of the 5 attributes in Figure 8, where we
can notice that clinical emergency induces changes in many
attributes at the same time instant. However, there is no spatial
correlation among monitored attributes for faulty measure-
ments in SpO2, where its value falls down to zero without

Fig. 4. Heart Rate (HR).

Fig. 5. Pulse.

significant changes in other attributes. It is important to note
that some curves in Figure 8 are shifted to visualize the shape
of their variations. We can visually distinguish 1 zone of cor-
related or clinical change in almost all physiological attributes
of the monitored patient and 1 abnormal measurement trans-
mitted by the SpO2 that is a spike associated with the detached
sensor or the faulty measurement.

To find the optimal value for the parameter β in PD, we
conduct experiments by varying the value from 0 to 100. As
previously mentioned, PD is equivalent to KL for β = 0 and
its variations when applied between forecasted and measured
records as shown in Figure 9. The value of the KL divergence
is zero for normal attributes and increases when the physio-
logical attributes deviate. The amplitude of KL is proportional
to the deviations in attributes, where a large spike associated
with the abnormal value in the SpO2 can be distinguished.

Figure 10 shows the variations of HD, which is propor-
tional to PD for β = 0.5, and is more sensitive to variations
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Fig. 6. Respiration Rate.

Fig. 7. Oxygenation ratio (SpO2).

in KL. The variations of χ2 (β = 2) divergence are shown
in Figure 11, where the amplitude of spikes associated with
changes in physiological attributes is more easily distinguished
from KL and HD. We notice that a large value of β makes the
detection procedure more simple even with the static threshold.

We conduct a second set of experiments with different
values of β to confirm the previous conclusion about the ampli-
tude of spikes in PD and the optimal value of β. The variations
of PD for β equal to 0.25, 1.5, 2.5 and 10 are shown in fig-
ures 12, 13, 14 and 15 respectively. This set of experiments
confirms our previous conclusion, where the intensity of spikes
associated with deviations increases with the value of β. The
values of PD during physiological changes for large β become
outliers and can be distinguished by outlier detection tech-
nique (z-score, p-value, boxplot, etc.) or even using a static
threshold.

For β ≥ 2.5, there is no significant difference in the
detection system and we set beta to 2.5 in the rest of our

Fig. 8. Variations of 5 attributes.

Fig. 9. KullBack-Leibler (KL).

experiments. The raised alarms by power divergence for this
subject are shown in Figure 16, where we can see one raised
false alarm associated with the spike in SpO2. However, as
this change is uncorrelated with other attributes, the associated
false alarm is discarded by the correlations analysis procedure
and the raised alarms with the 5 physiological attributes are
shown in Figure 17.

In the second set of our experiments, we conduct the same
analysis on the physiological attributes from subject 226,
a man of 68 years also diagnosed with respiratory failure.
The available data set containing the values of physiological
attributes lasts for 31.9 hours. We start by showing the varia-
tions of each attribute with its forecasted values using the KF.
The variations of the ABPmean are presented in Figure 18. In
fact, we can identify 11 zones of abnormal changes by visual
inspection of the variations in Figure 18. The forecasted values
for the blood pressure is slightly impacted by these deviations.
The variations of the HR are shown in Figure 19, where we
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Fig. 10. Hellinger Distance (HD).

Fig. 11. Chi-square Divergence.

can identify 1 abnormal spike falling down to zero for only
one sample and 11 zones of abnormal change.

Figure 20 shows the variations of measured and forecasted
values of the pulse. It is measured in beats per minute (bpm)
and must exhibit similar variations in the HR as they represent
the same attribute monitored through two different devices.
However, slight differences appear when we draw them in
the same figure, and these differences are generated by faulty
measurements. We can also notice one abnormal spike falling
down to zero at different time instant than in Figure 19, and
a difference of 4 spikes in the exiting 11 zones of changes.

Figure 21 shows the variations of the respiration rate where
the mean value of respiration for the record 226 is 15 rpm
with a maximum value of 55 rpm. In contrast to the previous
subject, where the value of respiration rate decreases, the res-
piration increases for the subject 226. Figure 22 shows the
variations of SpO2, which is measured in percentage, and con-
tains one spike with zero value for SpO2 followed by normal

Fig. 12. PD for β = 0.25.

Fig. 13. PD for β = 1.5.

values. It is obvious that this spike is faulty due to its short
duration (one value) and the fast return of the attribute SpO2
to its normal value. It superposes with the spike with value
zero in pulse, but as both attributes are measured using the
same device (clips), which can be affected by the movements
of the monitored patient, and when the clips is open or is not
well positioned, readings are zero value or very large values
(faulty).

The variations of the 5 attributes are presented in Figure 23
to highlight the correlated changes and pinpoint those associ-
ated with clinical emergency. The lack of spatial and temporal
correlations can be used to detect and reject faulty measure-
ments in monitored attributes. It is important to note, that
we shift the attributes in Figure 23 for more clarity, where
we multiply each attribute by a constant. The objective is
to focus on the shape of variations and the presence of cor-
relations between attributes during clinical changes. We can
visually distinguish 11 zones of correlated or clinical change
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Fig. 14. PD for β = 2.5.

Fig. 15. PD for β = 10.

in almost all physiological attributes of the monitored patient.
Furthermore, one abnormal measurement transmitted by HR
(zero value) is uncorrelated with other attributes and is a spike
associated with a detached sensor or a faulty measurement.

The PD between forecasted and measured values for physi-
ological attributes is shown in Figure 24, where normal values
are near zero values and spikes or deviations in PD are gen-
erated by changes in physiological attributes or by faulty
measurements. The residual time series associated with dif-
ference between two consecutive values of PD is shown in
Figure 25. The value of residual time series must be zero for
normal values of PD and deviates form zero when there is a
change in any measured attribute. Figure 26 shows the varia-
tions of the 5 attributes with the raised alarms after correlation
analysis. As can be seen 12 alarms are generated, 11 among
them are generated by clinical changes and one false alarm is
generated by simultaneous changes in 2 attributes, when the
values of pulse and SpO2 fall down to zero.

Fig. 16. Raised alarms by PD.

Fig. 17. Correlated change.

In the third set of experiments, we conduct an analysis
on the data set from subject 221, a Female of 68 years
diagnosed with Brain injury. The variations of the 5 phys-
iological attributes are shown in Figure 27, where we can
identify 4 zones of correlated changes located in the dotted
boxes in Figure 28. The variations of forecasted attributes
by KF are shown in Figure 29, where the 5 attributes are
smoothed and abrupt deviations are discarded. The perturba-
tions with erroneous measurements (due to patient movements
causing intermittent detachment of sensors) in input data, as
the 3 spikes falling to zero in SpO2 due to clips detachment
(shown in Figure 26), do not disrupt the forecasting model.
Furthermore, the use of robust version of zscore with robust
statistical parameters (Median and MAD), prevents outliers
from disrupting the decision procedure and enhances the detec-
tion accuracy by avoiding the masking and the swamping
problems. Masking occurs when outliers are masked by the
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Fig. 18. Blood Pressure.

Fig. 19. HR.

presence of other outliers and are not detected, and swamp-
ing occurs when normal observations are detected as abnormal
(inversion).

The raised correlated alarms for this subject are presented in
Figure 30, with the variations of whole physiological attributes
to show the location of alarms with respect to changes in data.
5 alarms located exactly in the 5 zones of change are gener-
ated. The spikes with values outside the normal range in HR
and the spikes with zero value in SpO2 are identified as faulty
measurements, and do not trigger medical alarm as they are
not correlated with other attributes.

Afterward, we conduct experiments to analyze the impact
of forecasting on the detection accuracy, where we replace
KF with several other forecasting procedures, namely:
AutoRegressive Integrated Moving Average (ARIMA), Least
Mean Square (LMS), Implicit Dynamic Feedback (IDF [53])
and Exponentially Weighted Moving Average (EWMA [54]).
We tune the parameters of these algorithms in order to achieve

Fig. 20. Pulse.

Fig. 21. Respiration Rate.

the nearest results. In fact, EWMA, IDF and KF are able to
achieve the same forecasting performance after changing the
configuration of their parameters. The forecasting procedure of
EWMA is given in equation (23), in which we set α = 0.095.
We set the parameters β = 0.095 ×10−6 and δ = 10−10

in IDF forecasting procedure presented in equation (24) to
provide the same result as KF and EWMA.

The used recursive equation for EWMA is:

Zt = αXt + (1− α)Zt−1 (23)

In the same manner, the recursive equation for IDF is:

ξt = Xt − Zt

It = It + ξt

Zt+1 = Z0 + βξt +
β

δ
It (24)
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Fig. 22. SpO2.

Fig. 23. Variations of 5 attributes.

The used ARIMA(p,d,q) model with minimal forecasting
errors is:

Zt = μ+ ϕ1Xt−1 + · · ·+ ϕpXt−p

− θ1ξt−1 − · · · − θqξt−q (25)

The LMS [55] uses a window containing N previous values
XN = {x1k , x2k , . . . , xNk} to forecast the current value using
randomly initiated weight vector W.

Zt = W T
t−1 ·XN (26)

LMS uses an iterative algorithm for the correction of the
weight vector W, as given in equation (27):

Wt+1 = Wt + μ · (Xt − Zt ) ·XN (27)

where μ is a step size parameter that controls the conver-
gence characteristics, and must be chosen with respect to the

Fig. 24. PD.

Fig. 25. Residual of PD.

condition in equation (28) for a fast convergence.

0 < μ <
2

λmax
(28)

where λmax is the largest eigenvalue of the product matrix
PN = XN .XT

N and updated online as given in equation (29):

μ =
1

2× trace(PN )
(29)

To compare these forecasting procedures, we calculate the
average of the mean-squared errors between forecasted and
measured values:

MSEj =
1

n

n∑
i=1

(
xij − zij

)
(30)

In fact, ARIMA and LMS achieve good prediction and quickly
react to changes in each attribute, in contrast to KF, EWMA
and IDF, which have been tuned to derive a baseline of
the attribute and remain relatively insensitive to deviations.
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Fig. 26. Raised alarms.

Fig. 27. Variations of 5 attributes.

Therefore, the rate of prediction error in Figure 31 is lower
for ARIMA and LMS than KF, EWMA and IDF.

A. Performance Analysis

To analyze the performance of our proposed approach, we
use the Receiver Operating Characteristic (ROC) to study the
impact of the threshold on the Detection Rate and False Alarm
Rate. The robust zscore is replaced by a threshold used to
separate normal from abnormal measurements. The DR and
FAR are given by the following equations:

DR =
TP

TP + FN
(31)

FAR =
FP

FP + TN
(32)

where TP, FP, FN and TN are the number of True Positives,
False Positives, False Negatives and True Negatives respec-
tively.

Fig. 28. Zone of changes.

Fig. 29. Forecasted values.

The ROC curve presented in Figure 32 shows the relation-
ship between DR and the FAR for our proposed approach,
which can achieve a DR of 100% with 6% of FAR. However,
to demonstrate the effectiveness of our approach, we con-
duct comparisons with supervised classifications techniques,
such as SVM and the decision tree (J48), as well as with
Mahalanobis Distance (MD). We refer the reader to [56] for
further details about the SVM classifier, [22] for the J48, [57]
for the MD, and [58] for the robust estimation of the mean
and the correlation matrix used to calculate MD.

1) Comparison Result: To prove the effectiveness of our
proposed approach for WBANs, we compare our approach
with several existing algorithms, such as SVM and J48
from ML based approaches, and MD from statistical based
approaches. We tried to avoid developing them from scratch
and used the WEKA toolkit to perform the analysis on SVM
and J48, and MATLAB for MD. Figure 32 contains the
obtained ROC for these 3 techniques, as well as for our
proposed approach. We found that the performance of SVM
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Fig. 30. Raised alarms.

Fig. 31. Error rate with # forecasting.

is very close to our proposed approach achieving a detection
rate of DR=100% with 8% of FAR for SVM (compared to
6% with our approach). The performance of SVM was fol-
lowed by J48 (DR=100% with FAR = 13%) and finally MD
(DR = 100% and FAR = 15%).

It is important to note that classification algorithms used in
data mining, such as SVM and J48, require labeled training
data set to derive an accurate classification model (hyperplane
or tree). The training data are assumed to be correctly labeled
as either normal or abnormal. In the real world however,
labeled training data are often skewed or even unavailable.
Skewed (or unbalanced) labeled data occurs when one class is
over-represented (e.g., 99% of data are normal) and anomalies
are almost not available in the training data set. Constructing
a labeled training dataset is often a laborious and expensive
task. It requires extensive experiments to determine applicable
pre-processing and balancing algorithms.

Fig. 32. ROC.

When applying SVM, the computational complexity is O(1)
for classification. It is just a comparison with the hyperplane.
However, the physiological parameters are dynamic, and the
classification model needs to be updated. The required com-
putational complexity to derive (or update) the classification
model in SVM is O(n3) where n is the number of records in
training phase. Therefore, the required complexity to derive (or
update) the classification model in SVM may quickly deplete
the energy of battery powered devices.

On the other hand, the computational complexity for clas-
sification using Decision tree J.48 is O(log(n)) which is
higher than SVM, but the complexity to derive (or update)
the decision tree is O(nmlog(n)). The computational com-
plexity to inverse the covariance matrix in Mahalanobis
distance is O(n3), which is greater than SVM and J.48
algorithms.

The computational complexity of our proposed approach,
which takes into account the correlations between physiologi-
cal parameters is O(m) that is more adequate for updating the
reference model when compared to SVM and J48. SVM takes
42 seconds to rebuild the model from scratch. J48 needs to
rebuild the entire tree from scratch to update the classification
model, where this operation took 30 seconds in our exper-
iments. The computational complexity required by OGK to
derive anomaly free correlation matrix took 36 seconds, and
the inversion of correlation matrix quickly consumes avail-
able energy in the LPU. Our proposed approach was able to
achieve one cycle (forecasting, divergence and decision) in 11
seconds. The fact that our approach does not require labeled
training data and its low computational complexity compared
to previously cited algorithms, justifies its effectiveness in the
context of WBANs.

V. CONCLUSION

In this paper, we have proposed a lightweight system for
anomaly detection in medical WBANs, where faulty measure-
ments and injected malicious data could threaten the life of the
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monitored patient. The proposed system uses the divergence
between measured and forecasted records. The change point
detection is achieved by analyzing the residual of PD by a
robust version of zscore. When the residual value is an out-
lier, a correlation analysis technique is activated to accurately
distinguish faulty measurements from medical emergency, and
a medical alarm is raised only when at least r attributes
deviate simultaneously. This allows achieving spatial and tem-
poral analysis, without prior knowledge of fault signatures or
labelled training data.

Our approach is suitable for online detection and isola-
tion of faulty or maliciously injected measurements with low
computational complexity and storage requirement. We have
tested our proposed approach on real physiological dataset
publicly available on the Physionet Web site. The conducted
experimental results demonstrate the efficiency and the accu-
racy of our approach, showing its ability to identify faulty
measurements and reduce the number of false alarms.

We compared three existing approaches for anomaly detec-
tion (SVM, J48 and MD) with our system in terms of true
positives and false alarm rate. We found the performance
of our system slightly outperforms the SVM, which in turn
outperforms the accuracy of J48 and MD. However, the com-
putational complexity for building a classification model using
SVM is O(n3), where n is the number of measurements in
the training phase. Such complexity adds significant load and
consumes scarce resources particularly depleting the limited
LPU energy quickly. J48 is sensitive to small perturbations
and its decision tree cannot be updated online. MD requires the
derivation and the inversion of the correlation matrix, which
needs higher amounts of resources and processing power.

As a future work, we intend to implement distributed
detection on sensors to reduce energy wastage due to the trans-
mission of normal and faulty measurements to the LPU, since
the local processing of data consumes less energy than data
transmission.
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