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A B S T R A C T

In survivable elastic optical networks, multi-path protection combined with traffic squeezing has gained
attention. Link-disjoint multipath routing (LD-MPR) and bandwidth squeezing protection (BSP) when applied to
the routing, modulation level and spectrum assignment problem are efficient strategies to address the excessive
bandwidth demanded by protected services, spectral fragmentation and link-load balancing. LD-MPR enables
the division of service transmission bit rate into independent flows, whereas BSP tolerates traffic reduction
under link failure. An open issue in the literature is how to efficiently divide demanded traffic among the link-
disjoint routes under dynamic-traffic and BSP, while complying the service level agreement (SLA). We propose
in this paper a multi-objective-optimization genetic algorithm that defines how service transmission bit rate
should be partitioned among the candidate link-disjoint routes. A customized partitioning definition is made for
each source–destination node pair in the network, aiming the simultaneous minimization of network blocking
probability and average squeezing transmission bit rate experienced by the services during single-link failure.
We also propose, a fixed-alternate routing using groups of disjoint paths (FARgdp). Complex dynamic-traffic
network scenarios that simultaneously consider BSP, LD-MPR and FARgdp are addressed.
1. Introduction

A classical problem in elastic optical networks (EON) is the routing,
modulation level and spectrum assignment (RMSA) problem [1–4].
It consists of finding a route, a modulation format and a suitable
spectral band to properly allocate the transmission bit rate demanded
by a network service [1,2]. There are two constraints that must be
observed by an RMSA solution throughout the chosen route: (a) the
use of adjacent slots in frequency, as well as, (b) the use of the same
spectral range along the route links [1,2]. These two constraints are
known, respectively, as spectral contiguity constraint (SCgC) and spec-
tral continuity constraint (SCnC) [1,2]. The observance of both SCgC
and SCnC on allocating successive heterogeneous services (i.e. services
that require different transmission bit rates) on the network may gen-
erate a misalignment between the available frequency slots in network
links, a situation known in the literature as spectral fragmentation
(SF) [1,2,5,6]. A spectrally fragmented network may have several
available slots in its links, but not adjacent to each other, which may
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prevent the establishment of a large number of services due to SCgC
and SCnC enforcement. A way to mitigate the deleterious effect of SF
is to apply multipath provisioning (MPP) [5,7–9]. In it, the SCgC is
partially relaxed, as the total transmission bit rate required by a service
can be divided into several independent flows, each of which may be
transmitted over the network using different routes with individually
contiguous spectral bands [5,8,9]. A possible drawback of using MPP is
the use of a separate spectral guard band (GB) for each flow, instead of
using a unique GB when single-path provisioning is adopted [9]. The
multipath strategy in EONs is mainly enabled by the use of sliceable
bandwidth variable transponders (SBVT) [1,10]. The acronyms men-
tioned in our paper are listed in Table 1. In the MPP strategy, multiple
𝑃 routes (say the routes 𝑟1, … , 𝑟𝑃 ) are chosen to transmit the 𝑃 flows
generated by the division of the original transmission bit rate of the
service. These routes may, or may not, be link-disjoint [9,11]. We name
the first case (assuming link-disjoint routes) as link-disjoint multipath
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Table 1
List of acronyms.

Acronym Definition

BP Blocking Probability
BSP Bandwidth Squeezing Protection
DPP Dedicated Path Protection
DPPS Dedicated Path Protection with Squeezing
DPGR Disjoint Path Group Routing
DPGR-Multi-P Disjoint Path Group Routing with Multiple Paths
EON Elastic Optical Network
FARgdp Fixed-Alternate Routing using groups of link-disjoint paths
GB Guard Band
LD-MPR Link-Disjoint Multipath Routing
MPP Multipath Provisioning
NSGA-II Non-dominated Sorting Genetic Algorithm II
OPDPP Optimized Partitioning Dedicated Path Protection
OSNR Optical Signal-to-Noise Ratio
P Number of link-disjoint paths
PDPP3 Partitioning Dedicated Path Protection with 3 paths
PDPP3S𝐹 Partitioning Dedicated Path Protection with 3 paths, Squeezing and FARgdp
RMSA Routing, Modulation Level, and Spectrum Assignment
RSA Routing and Spectrum Assignment
SBVT Sliceable Bandwidth Variable Transponder
SCgC Spectrum Continuity Constraint
SCnC Spectrum Contiguity Constraint
SF Spectral Fragmentation
SLA Service Level Agreement
SPP Single Path Provisioning
TRaP Transmission-Bit-Rate Asymmetric Partitioning
TRsP Transmission-Bit-Rate Symmetric Partitioning
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routing (LD-MPR), and it has direct application to provide link failure
resilience to the network [8,12–14].

Solving the RMSA problem and yet providing network survivability
is an important issue in optical transport networks [15–18]. Protection
is one of the survivability mechanisms most used in optical networks,
since it provides faster traffic recovery when compared to other sur-
vivability methods, for instance restoration [8,14,15,19]. Whereas the
restoration strategy searches for alternative routes upon a failure oc-
currence, the protection scheme, on the other hand, reserves (prior to
failure occurrence) enough extra resources for guaranteeing the service
of each connection under failure occurrence.

In EONs under dynamic traffic, two types of provisioning are usually
used by the protection schemes: the classical single-path provisioning
(SPP) and the previously defined LD-MPR [11,12]. In SPP, two link-
disjoint lightpaths, referred to as working and backup lightpaths, are
both established with enough capacity to transmit the requested bit
rate [15]. In this case, the required bit rate is twice the requested
one and, whenever a failure occurs in the working lightpath, its traffic
is entirely switched to the backup ligthpath. Differently from SPP, in
LD-MPR there is no exclusive lightpath operating as either working or
backup [12,13]. Instead, LD-MPR proposes the partitioning of the total
transmission bit rate into multiple portions of lower rates, which are
transmitted simultaneously through multiple disjoint lightpaths. In LD-
MPR, the total transmission bit rate (𝐵𝑡) required to provide protection
for a service is evaluated from the service’s requested transmission bit
rate (𝐵𝑟). Then, 𝐵𝑡 is divided into 𝑃 disjoint routes so that, if there is
a failure in one of the 𝑃 disjoint routes, the remaining 𝑃 −1 routes are
capable of transmitting at least the transmission bit rate 𝐵𝑟.

Another important survivability strategy in EONs is Bandwidth
Squeezing, in which the requested transmission bit rate may be reduced
to at most a certain squeezing factor (𝛽) under a failure in one of
the links used by the service. Under Bandwidth Squeezing Protection
(BSP), the transmission bit rate of the service is reduced to at most
(1−𝛽)𝐵𝑟 under failure event. A proper value of 𝛽 is crucial, which shall
be agreed between the network operator and the service customer via
service level agreement (SLA). BSP is an attractive strategy to operators
because it provides a positive trade-off between revenue and network
availability [19].

The total transmission bit rate using LD-MPR approach is influenced
by two factors: the allowance (or not) of bandwidth squeezing under
2

a failure and how the transmission bit rate is distributed among the
link-disjoint routes [20]. The total transmission bit rate required by the
service may be equally divided among the 𝑃 disjoint lightpaths of the
service (Assis et al. [12,13]) or unequally divided (Takeda et al. [11,
21]). The former strategy is named in this paper as transmission-bit-
rate symmetric partitioning (TRsP) whereas the latter is named as
transmission-bit-rate asymmetric partitioning (TRaP).

One of the most used strategies to solve the routing problem in
optical networks is fixed-alternate routing (FAR) [1]. In FAR, an or-
dered set 𝑂, composed of 𝐾 candidate routes (𝑂 = {𝑟1,… , 𝑟𝐾}), is
alculated between each source (𝑖) and destination (𝑗) pair of network’s
odes [1]. For example, the set 𝑂 can be composed of the 𝐾 shortest
aths between 𝑠 and 𝑑, sorted in ascending order. To establish a service
equest 𝑆 between the 𝑖 − 𝑗 nodes, the routes in 𝑂 are successively
ested (from the first to the 𝐾th route) until a route with sufficient
pectral availability to fit the allocation of 𝑆’s transmission bit rate is
ound [1]. FAR is known in the literature for making a good compro-
ise between computational complexity and network performance [1].

AR optimizes resource utilization by dynamically redistributing traf-
ic across multiple paths, thereby increasing the network’s ability to
upport a larger volume of traffic loads. No efficient FAR strategy has
een proposed in the literature to solve routing in EONs considering
ither multipath or LD-MPR scenarios. Nevertheless, FAR strategy can
lso be adapted to enable the establishment of protected services that
tilize LD-MPR. We name this strategy in this paper as fixed-alternate
outing using groups of disjoint-paths (FARgdp). In FARgdp strategy,
he original set of candidate routes is transformed into a set of groups
f candidate routes, each group containing 𝑃 disjoint routes. The set
f candidate groups of disjoint-paths between 𝑖 − 𝑗 is now defined as
= {𝑔1,… , 𝑔𝐾} in which 𝑔𝑘 = {𝑟1,𝑘,… , 𝑟𝑃 ,𝑘}, providing that the routes

𝑖,𝑘 and 𝑟𝑗,𝑘 are link-disjoint for 𝑖 ≠ 𝑗 and 𝑘 ∈ {1,… , 𝐾}. To the
best of our knowledge, this paper introduces the FARgdp concept, with
a detailed description and application of it in optical networks, and
proposes a suitable algorithm to implement this concept in practice.

Consider the link-disjoint routes (𝑟1,𝑘,… , 𝑟𝑃 ,𝑘) in a group 𝑔𝑘 that
belongs to the set of candidate groups evaluated for a given source–
destination (𝑖−𝑗) node pair under the FARgdp strategy. Such routes may
have different topological (e.g. hop counting or physical length) and
operational (more or less traffic congestion) characteristics. Therefore,
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an unequal partitioning of 𝐵𝑡 among these routes, by applying the TRaP
trategy, may enable a more efficient transmission bit rate division if
ompared against the TRsP strategy. For instance, on using the TRaP,
igher amounts of transmission bit rate may be allocated on the shorter
outes of the group, enabling that a great part of the transmission
it rate be transmitted using a more spectrally efficient modulation
ormat and, as a consequence, using less network spectrum [11]. On
he other hand, under the same scenarios, the 𝐵𝑡 required by the
RaP strategy is always greater than that required using TRsP. Then,
careful asymmetric assignment must be chosen in order to bring

enefits towards a better spectral occupation of the network. Other
enefits from the use of TRaP are further discussed in the article.

Clearly, considering an elastic optical network under dynamic traf-
ic, it is not an easy task to find a suitable form of partitioning the
𝑡 of a service in a network scenario that simultaneously considers
RaP, FARgdp and BSP strategies. This choice impacts the network
pectrum occupation, and, therefore, the network performance in terms
f blocking probability, as well as the average squeezed transmission
it rate suffered by a service in the event of a link failure. Under TRaP,
he squeezed transmission bit rate actually experienced by a service 𝑆
epends, specifically, on which of the 𝑃 routes serving 𝑆 has failed,
hich is not the case under TRsP. It is possible to evaluate the average

queezed transmission bit rate (in the event of a failure) suffered by all
stablished services in the network by the manner on how 𝐵𝑡 is parti-
ioned for each service and the failure probability of the 𝑃 routes used
y each service. Note that, from the network operator point of view,
uch average squeezed bit rate to which the services are submitted
nd the network blocking probability (BP) are conflicting optimization
oals. Allowing an increase in the average squeezed bit rate experi-
nced by a service during its link failures demands from the network
ower bandwidth portions. This reduction in required bandwidth leads
o a more efficient utilization of network resources (fiber spectrum),
esulting in a reduction in overall network blocking probability. By
educing the utilization of available bandwidth as a consequence of
ncreasing average squeezed bit rate, the network can better accom-
odate its traffic demands and, therefore, minimize the likelihood of

raffic blocking. The opposite reasoning is also true. Therefore, one idea
eveloped in this paper is to propose/analyze forms of reducing the
verage squeezing factor but committed to keep/reduce the network
locking probability. Notice that this is a multi-objective optimization
roblem of great interest to network operators since its solution allows
inding the best trade-off between network performance (in terms of
P) and network resilience to failures (in terms of average squeezed
it rate). Moreover, this is also a nonlinear multi-objective optimization
roblem, which prevents the use of efficient classical optimization algo-
ithms to solve it [22]. Therefore, it is necessary to employ heuristics or
etaheuristics to find optimized solutions [23]. Several metaheuristics
ave been successfully applied to perform optimization in different
ptical networking problems, reaching near-optimal solutions in several
ases [2,4,16,17,24–35]

.1. Objective and contribution

In short, in this paper we propose a multi-objective optimization
enetic algorithm that defines how the services’ transmission bit rate
hould be partitioned among the candidate link-disjoint paths. A cus-
omized partitioning definition is made for each pair of 𝑖 − 𝑗 nodes in
he network, and the aim of the proposed optimization procedure is
o simultaneously minimize the network blocking probability and the
verage squeezed bit rate experienced by the services in the network
uring a link failure. Particularly, in this paper we are considering the
omplex network scenario under dynamic traffic which simultaneously
onsiders bandwidth squeezing protection (BSP), link-disjoint multi-
ath routing (LD-MPR) and asymmetric bit rate partitioning (TRaP).
nder this scenario, to the best of our knowledge, the contributions of
3

his paper are:
• Application of a multi-objective Evolutionary Optimization Algo-
rithm to address a real world complex problem faced by multipath
routed optical networks on providing survivability against net-
work hardware failures (fiber optics) under a dynamic (stochas-
tic) traffic pattern;

• Specifically, we utilize the multi-objective optimization genetic
algorithm (NSGA-II) to efficiently determine a set of solutions
for transmission bit rate partitioning on a per node-pair basis
among the candidate multipaths. This approach enables us to
achieve an optimized trade-off between network performance and
resilience. To the best of our knowledge, this paper is the first in
the literature to explicitly address and investigate this trade-off.

• The proposal and application of the fixed-alternate routing pro-
cedure that uses groups of link-disjoint paths (FARgdp), together
with an algorithm to create the groups of link-disjoint paths;

• The application of Asymmetric Bit Rate Partitioning in a dynamic-
traffic scenario, as well as, finding optimized solutions for asym-
metric transmission bit rate partitioning among the routes which
compete for the network resources. To the best of our knowledge,
this paper is the first in the literature to address the applica-
tion of Asymmetric Bit Rate Partitioning in a network under
dynamic-traffic;

• The introduction of a new metric for resilience evaluation: the av-
erage squeezed transmission bit rate experienced by the services
during a link failure;

.2. Structure of the paper

The paper is organized as follows. Section 2 presents some rel-
vant related works and the its mainly differences to our proposal.
ection 3 describes the symmetric and asymmetric transmission-bit-rate
artitioning. Section 4 details the optimization problem formulation.
ection 5 shows an overview of algorithms and strategies proposed in
his paper. Section 6 presents a proposed fixed-alternate routing by
roups of disjoint paths. Section 7 details our proposed meta-heuristic.
ections 8 and 9 present, respectively, the simulation setup and the
iscussion of the results with some highlights. The conclusion is given
t the end of the paper (Section 10).

. Related works

Two main difficulties in providing resilient services in EONs are
he spectral fragmentation and the excessive allocation of bandwidth
ecessary to provide such resilience. The joint application of LD-MPR
nd BSP techniques works towards mitigating these two difficulties,
s they enable several optimization opportunities and, consequently,
mprovements on network performance. For this reason, protection
chemes based on either LD-MPR or BSP have recently aroused great
nterest among researchers [5,6,11,17,18,36]. The multipath protection
roblem has been extensively studied in the literature, considering
olely the TRsP strategy in static traffic scenarios [11,17,37–39]. How-
ver, the application of TRaP in networks with dynamic traffic remains
lmost unexplored.

Paira et al. [6] present a novel fragmentation-aware and energy-
fficient multipath-based protection scheme named P-EM-RSA for pri-
ritized connections in dynamic EON. Their heuristic focus on mini-
izing total network power consumption, by reducing the usage of

arious network elements and network spectrum occupation, so that
he bandwidth blocking ratio may be reduced without compromising
ny high priority connections. The work also applies the BSP strategy.

Assis et al. [12,13] investigated dedicated path protection (DPP)
cheme and proposed a traffic partitioning scheme, referred to as
artitioning Dedicated Path Protection (PDPP). DPP is a SPP-based
cheme that protects the requested traffic by setting up working and
ackup lightpath with identical capacities. This incurs in doubling the
equired network capacity. On the other hand, PDPP does not employ
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the isolated concept of working and backup lightpaths, but performs
traffic partitioning among multiple link-disjoint lightpaths. The authors
show that PDPP is capable of saving substantial network resources
when compared to DPP. PDPP uses a symmetrical traffic partitioning
(i.e. applies TRsP) among the link-disjoint paths and can also employ
BSP for further network resource savings.

Takeda et al. [11,21] applies a LD-MPR-based protection scheme
and introduce the TRaP strategy. ILP models are presented to find
the optimal asymmetrical transmission bit rate distribution among
the routes. The ILP is applied either considering a given set of pre-
computed link-disjoint routes (FSA-NPS) or computing link-disjoint
routes alongside with the asymmetric transmission bit rate distribu-
tion (RFSA-NPS). The described ILP methods are capable to find the
optimum solution only for a single incoming service in the network.
Clearly, it is not a practical network scenario in which several services
are simultaneously allocated in it (i.e. dynamic traffic). Assis et al. [3]
also investigate the application of ILP models assuming TRaP, but
considering static traffic and no spectral assignment.

The works by Halder et al. [16,17,22] investigated the provisioning
of protected services under the LD-MPR scenario and also utilized
genetic algorithm to find optimized solution for paths and regenera-
tion sites selection [17], routing paths and fiber core selection [22]
and decision on how many division (either 2 or 3) the service is
segmented [16]. All works consider a static traffic scenario.

Let us now discuss some conceptual differences among our work
and the previously mentioned articles. In terms of the application of
the TRaP strategy, differently from [11,21], we propose an optimized
asymmetric partitioning of services’ transmission bit rate among the
link-disjoint paths considering a network scenario in which there are
several services competing for the network resources. Moreover, our
proposal also takes into account loading balancing issues among the
services that is not taken into account in [11,21]. Differently from [3],
we are considering dynamic traffic and spectral assignment. In terms of
the application of the genetic algorithm strategy, our proposed genetic-
algorithm optimization is focused on how to optimize the division of
services’ transmission bit rates among the link-disjoint routes, whereas
the works [16,17,22] are focused on finding the routes itself. Notice
that we also mention in the last paragraph of Section 1 some contribu-
tions that, to the best of our knowledge, do not present counterparts
available in the literature.

3. Symetric vs. asymmetric transmission-bit-rate partitioning in
link-disjoint multipath routing

To properly discuss the particularities about the application of TRsP
and TRaP strategies under LD-MPR regime, we give examples of both
strategies in Sections 3.1 and 3.2. In Section 3.1, the DPP and PDPP
strategies [13] are used as a starting point for such comparison. The
latter is a SPP strategy and the former a LD-MPR strategy. In the
discussions, a numeric suffix is appended to the strategy’s name to
indicate the number of used link-disjoint paths, and the ‘‘S’’ suffix is
appended to indicate the application of the BSP premise (e.g. PDPP3S
considers 3 link-disjoint paths and BSP, whereas PDPP2 considers 2
link-disjoint paths and do not allow BSP). In Section 3.2, the strategies
are adapted to employ TRaP.

3.1. Transmission-Bit-Rate Symmetric Partitioning (TRsP)

Fig. 1 shows an example of a 100Gb/s connection between the
node pair 0−2, established using DPP (Fig. 1a and c) and PDPP3
(Fig. 1b and d) schemes. The solid line in blue color represents the
working path, while the dashed line represents the protection path.
DPP (Fig. 1(a)) allocates 𝐵𝑟 = 100Gb/s on the working path and
dditional 100Gb/s on the protection path, resulting in 𝐵𝑡 = 200Gb/s.
n the other hand, PDPP3 (Fig. 1(b)) splits 𝐵𝑡 equally into 3 partitions

of 50Gb/s and transmits them over three disjoint paths, leading to
4

𝐵𝑡 = 150Gb/s. Note that in both cases the same level of resilience
against a single link failure is achieved, but the use of PDPP scheme
leads to a 25% reduction in 𝐵𝑡 allocated when compared to DPP. These
partial transmission bit rates are referred to as split bandwidth (𝐵𝑠):

𝑠 =
𝐵𝑟

𝑃 − 1
, (1)

where 𝑃 is the number of disjoint paths used by the protection scheme
(in this paper we assume either 𝑃 = 2 or 𝑃 = 3 for the PDPP). In
case of a single-link failure, full traffic protection is guaranteed, since
the aggregated bit rate of the remaining 𝑃 − 1 routes is 𝐵𝑟. During
normal operation, 𝐵𝑟 out of 𝐵𝑡 is the effective required bit rate, which
llows the incremental bandwidth 𝐵𝑖 = 𝐵𝑡 − 𝐵𝑟 be used for additional
ata transmission or connection robustness enhancement with the use
f a more efficient forwarding error correction (FEC) encoding. This
dvantage is not possible in DPP, since its working and protection
raffics are not combined but only switched at the end nodes.

To assess the use of LD-MPR with BSP, Assis et al. [13] intro-
uced two parameters: bandwidth squeezing factor (𝛽) and bandwidth-
ncrement factor (𝛼). The bandwidth squeezing factor corresponds to
he maximum service’s transmission bit rate percentage reduction un-
er a single-link failure. This factor is usually set in the service level
greement (SLA) and defines the maximum amount of transmission bit
ate that can be suppressed during a failure (𝐵𝑠𝑞 = 𝛽𝐵𝑟) or, analogously,
he portion of traffic, 𝐵𝑥, that remains active during a failure, where
𝑥 = 𝐵𝑟 − 𝐵𝑠𝑞 = (1 − 𝛽)𝐵𝑟. By allowing BSP, the 𝛽 parameter is taken

nto account and the evaluation of 𝐵𝑠 is updated to:

𝑠 =

⎧

⎪

⎨

⎪

⎩

(1 − 𝛽) ⋅ 𝐵𝑟
𝑃 − 1

, 𝑖𝑓 𝛽 ≤ 1
𝑃

𝐵𝑟
𝑃

, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.
(2)

The value of 𝛽 is related to 𝐵𝑠𝑞 , 𝐵𝑟 and 𝐵𝑥 by

𝛽 =
𝐵𝑠𝑞

𝐵𝑟
=

𝐵𝑟 − 𝐵𝑥
𝐵𝑟

. (3)

Note from Eq. (3) that 𝛽 value is inside the 0 ≤ 𝛽 ≤ 1 interval. The
lower is the value of 𝛽 the lesser is the service suppressed transmission
bit rate during a failure event. In particular, 𝛽 = 0 means 𝐵𝑟 = 𝐵𝑥,
which corresponds to the scenario where no squeezing is applied during
a failure. From Eq. (2), one may notice that 𝛽 = 1∕𝑃 is automatically
achieved if no extra transmission bit rate is allocated (i.e. by setting
𝐵𝑡 = 𝐵𝑟). Therefore, 𝛽 values in range 1∕𝑃 < 𝛽 ≤ 1 is not object of
interest.

The bandwidth increment factor is related to the necessary addi-
tional transmission bit rate (𝐵𝑖) allocated to ensure the desired pro-
tection/squeezing level. The specific value of the 𝛼 parameter is a
consequence of the choice made for the value of 𝛽, and it can be
calculated by

𝛼 =
𝐵𝑖
𝐵𝑟

=
𝐵𝑡 − 𝐵𝑟

𝐵𝑟
. (4)

Figs. 1(c) and 1(d) show an example of a connection establishment
using DPPS and PDPP3S schemes, respectively, assuming in both cases
the maximum squeezing of 20% (𝛽 = 0.2). DPPS establishes a single
protection path considering such a reduction, which leads to 𝐵𝑡 =
180Gb/s and 𝛼 = 0.8. On the other hand, for the same squeezing factor
of 𝛽 = 0.2, PDPP3S partitions the traffic among three paths and applies
the BSP to operate with 𝐵𝑠 = 40Gb/s on each link-disjoint path, leading
to 𝐵𝑡 = 120Gb/s and 𝛼 = 0.2 (Fig. 1(d)). Note that, in both referred
policies that allow squeezing, 𝐵𝑥 = 80Gb/s is guaranteed under single-
link failure. In addition, policies that apply traffic partitioning, as in

PDPP and PDPPS, use less resource than DPP and DPPS, respectively.
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Fig. 1. Example of connection between nodes 0 and 2 (𝐵𝑟 = 100Gb/s) established by: (a) DPP (𝛽 = 0), (b) PDPP3 (𝛽 = 0), (c) DPPS (𝛽 = 0.2) and (d) PDPP3S (𝛽 = 0.2). (For
nterpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
U
p

𝛽

.2. Transmission-Bit-Rate Asymmetric Partitioning (TRaP)

Although PDPP3 with symmetric partitioning presents some re-
ource usage advantages against DPP and PDPP2, performing such
artitioning asymmetrically may offer further opportunities for net-
ork performance optimization. In TRsP approach, equal transmission

ates are distributed among the link-disjoint multipaths regardless their
hysical characteristics or their spectral efficiencies (𝜂 [(b/s)/Hz]).
ince each of such paths may have different physical lengths (meaning
he allowance of modulation formats with different spectral efficien-
ies) and/or different hop counting, it might be interesting to allocate
he service’s transmission bit rate asymmetrically (TRaP) among the
outes by assigning larger fractions of bit rates in paths that employ
igher spectral efficiencies and/or hop counting; and vice versa.

Hence, under TRsP, the 𝑃 link-disjoint routes 𝑟1, … , 𝑟𝑝, … , 𝑟𝑃
ssigned for a service receive the same amount of 𝐵𝑠 (evaluated by
q. (2)). On the other hand, under TRaP, each route 𝑟𝑝 is assigned with
different value of transmission bit rate, referred to as 𝐵⟨𝑝⟩

𝑠 . There are
several different possible choices/combinations for the values of 𝐵⟨𝑝⟩

𝑠 .
To ensure the maximum allowed squeezing value (𝛽) for any possible
single-link failures (i.e. SLA compliance), the constraint in Eq. (5) must
be satisfied.
( 𝑃
∑

𝑝=1
𝐵⟨𝑝⟩
𝑠

)

− 𝐵⟨𝑞⟩
𝑠 ≥ (1 − 𝛽)𝐵𝑟 ∀𝑞 ∈ {1,… , 𝑃 } . (5)

Moreover, notice that by assuming TRaP, link-failures in distinct
routes generate different squeezed amount in the transmission bit rate.
Thus, we introduce in this paper the effective percentage of service’s
transmission bit rate reduction (𝛽⟨𝑝⟩𝑒𝑓𝑓 ) during a single-link failure in
route 𝑟𝑝. The value of 𝛽⟨𝑝⟩𝑒𝑓𝑓 can be evaluated by

𝛽⟨𝑝⟩𝑒𝑓𝑓 =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

0 , 𝑖𝑓
∑𝑃

𝑞=1
𝑞≠𝑝

𝐵⟨𝑞⟩
𝑠 ≥ 𝐵𝑟

𝐵𝑟 −
∑𝑃

𝑞=1
𝑞≠𝑝

𝐵⟨𝑞⟩
𝑠

𝐵𝑟
, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒.

(6)

The summation in Eq. (6) stands for the total sum of the transmis-
ion bit rate that remains active when a single-link failure occurs in
oute 𝑟𝑝. Notice that, under TRaP, the evaluation of 𝛼 for a service
emains unaltered from the one shown in Eq. (4) except by the fact
hat now 𝐵𝑡 = 𝐵⟨1⟩

𝑠 +⋯ + 𝐵⟨𝑃 ⟩
𝑠 .

We illustrate in Fig. 2 a practical example of how TRaP can be
fficient to improve the use of the available fiber bandwidth (frequency
lots) , where we assume LD-MPR (𝑃 = 3), BSP (with 𝛽 = 0.25) and the
stablishment of 𝐵𝑟 = 200Gb/s service between the nodes 0 and 6.
he three selected routes 𝑟1, 𝑟2 and 𝑟3 are shown in blue lines. In the
xample, we assume that routes 𝑟1 and 𝑟2 admit 𝜂1 = 𝜂2 = 3 (b/s)/Hz,

whereas route 𝑟3 admits only 𝜂3 = 1 (b/s)/Hz, since it is longer than 𝑟1
and 𝑟2. Frequency slots are assumed as 12.5 GHz wide. Figs. 2(a) and
2(b) correspond, respectively, for the symmetric (TRsP) and a possible
asymmetric (TRaP) partitioning.

In Fig. 2(a), the same amount of transmission bit rate (𝐵𝑠 = 75Gb/s,
evaluated using Eq. (2)) is allocated in routes 𝑟 , 𝑟 and 𝑟 , which
5

1 2 3
means the occupation of 2 slots per link on routes 𝑟1 and 𝑟2 and 6
slots per link on route 𝑟3 (by observing 𝐵𝑠 and 𝜂 for each route). Thus,
the total number of used slots is (2 × 2) + (2 × 2) + (4 × 6) = 32. On
the other hand, on the asymmetric partitioning shown in Fig. 2(b), a
greater amount of transmission bit rate (𝐵⟨1⟩

𝑠 = 𝐵⟨2⟩
𝑠 = 112.5Gb/s) is

allocated on routes that are shorter and use more efficient modulation
formats (𝑟1 and 𝑟2), whereas a lower bit-rate portion (𝐵⟨3⟩

𝑠 = 37.5Gb/s)
is allocated on 𝑟3. In this case, the bandwidth usage is 3 slots per link
for all routes. Therefore, the number of used slots is (2×3)+(2×3)+(4×
3) = 24. This simple example shows that assignments under TRaP can
indeed reduce network slot usage when compared to TRsP. Notice that
Eq. (5) still holds for 𝐵⟨1⟩

𝑠 , 𝐵⟨2⟩
𝑠 and 𝐵⟨3⟩

𝑠 , and that there are several
different combinations for choosing proper values for 𝐵⟨1⟩

𝑠 , 𝐵⟨2⟩
𝑠 and

𝐵⟨3⟩
𝑠 (that still satisfy Eq. (5)), each of one leading to different total

bandwidth usage and effective squeezing ratio. It is not an easy task
to choose an optimized suitable combination of asymmetrical traffic
partitioning, since there are several source–destination node pairs, with
routes with different characteristics and under distinct congestion in a
dynamic-traffic scenario. We address this problem in Section 7.

As previously mentioned, in LD-MPR with TRaP, breaks in distinct
links generate different transmission bit rate squeezing. For example, in
Fig. 2(b) while a link-failure in either routes 𝑟1 or 𝑟2 generates a 𝛽⟨1⟩𝑒𝑓𝑓 =
𝛽⟨2⟩𝑒𝑓𝑓 = 0.25, a link failure in 𝑟3 generates a 𝛽⟨3⟩𝑒𝑓𝑓 = 0. This characteristic
can be strategically used to minimize the average transmission bit rate
squeezing experienced by the allocated services during a link-failure
event.

In order to estimate this characteristic, we introduce a new metric
in this paper, which is the average transmission bit rate squeezing
factor (𝛽) for each service allocated in the network. This parameter
corresponds to the expected value of 𝛽𝑒𝑓𝑓 when a failure occurs in
either of the routes assigned to a given service. This is evaluated by
weighting the effective traffic squeezing related to a failure in a specific
route and the probability of failure episode on that route, as shown in

𝛽 =

∑𝑃
𝑝=1 𝛽

⟨𝑝⟩
𝑒𝑓𝑓 × 𝑃 (𝑝)

∑𝑃
𝑝=1 𝑃 (𝑝)

, (7)

in which 𝑃 (𝑝) is the probability of a failure occurring on route 𝑟𝑝
given that a single-link failure has occurred. Considering the scenario
in which all 𝐿 network links have the same failure probability (1∕𝐿)
and link failures occur independently, then 𝑃 (𝑝) is

𝑃 (𝑝) = 1 −
ℎ𝑝−1
∏

ℎ=0

(

1 − 1
𝐿 − ℎ

)

, (8)

in which, ℎ𝑝 is the hop counting of route 𝑟𝑝.
We use again the scenario shown in Fig. 2 to assess, as an illustrative

example, the impact of using either TRsP or TRaP strategies on 𝛽. For
instance, under TRsP regime, the service in Fig. 2(a) presents 𝛽 = 0.25,
since a single-link failure in whatever service route results the same
transmission bit rate (𝐵𝑥 = 150Gb/s), as 𝛽⟨1⟩𝑒𝑓𝑓 = 𝛽⟨2⟩𝑒𝑓𝑓 = 𝛽⟨3⟩𝑒𝑓𝑓 = 0.25.

nder TRaP regime, on the other hand, the service shown in Fig. 2(b)
resents the following evaluation for 𝛽:

̄ = 2 × 0.25 ×
[

1 −
(

1 − 1)(

1 − 1)]
8 7
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Fig. 2. Example of connection between nodes 0 and 6 (𝐵𝑟 = 200Gb/s, 𝛽 = 0.25 and slot bandwidth 12.5 GHz), established by: (a) symmetric partitioning and (b) asymmetric
partitioning. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
+ 0 ×
[

1 −
(

1 − 1
8

)(

1 − 1
7

)(

1 − 1
6

)]

= 0.125.

he value 𝐿 = 8 is considered for the evaluation, since the network
n the example has 8 links. Note that the value of the last term in the
umerator is null, which is an outcome from the fact that a failure in 𝑟3
oes not impose transmission bit rate squeezing to the service, since the
raffic of the two remaining paths (𝑟1 and 𝑟2) add to 225Gb/s, which

is greater than 𝐵𝑟. Hence, the example shows that an efficient traffic
artitioning, as proposed by TraP, may result in lower average traffic
queezing, which is beneficial for improving network operators’ quality
f service. This motivates the development of an efficient optimization
echnique for mitigating the expected value of bandwidth squeezing
nder single-link failures, as in Fig. 2(b).

The metrics 𝛽 and 𝛼 as presented so far are used to assess a single
specific service. However, since each service 𝑧 shows different values
for both parameters, we now explicitly include this dependence by
writing these parameters as 𝛽⟨𝑧⟩ and 𝛼⟨𝑧⟩. Then, it is possible to compute
𝛽𝑁 and 𝛼̄𝑁 as the average of such metrics for all established services in
the network as:

𝛽𝑁 =
∑𝑍

𝑧=1 𝛽
⟨𝑧⟩

𝑍
and ̄𝛼𝑁 =

∑𝑍
𝑧=1 𝛼

⟨𝑧⟩

𝑍
, (9)

in which 𝑍 is the number of established protected services.

. Optimization problem formulation

In this section we describe the optimization problem considered in
his paper. Let us start setting the symbols used in the formulation. The
etwork is represented by the graph  (𝑁,𝐿), composed by |𝑁| vertices

(network nodes) and |𝐿| edges (network links). All possible different
types of network services are represented by the tuple 𝑅(𝑖, 𝑗, 𝐵𝑟, 𝛽),
which represents the service’s source node 𝑖 (𝑖 ∈ {1,… , |𝑁|}), des-
tination node 𝑗 (𝑗 ∈ {1,… , |𝑁|}), its requested transmission bit rate
𝐵𝑟 (𝐵𝑟 ∈ 𝑟 = {𝑏1,… , 𝑏𝑇𝑅}) (where 𝑟 represents the set of al-
lowed service’s transmission bit rates, and 𝑇𝑅 its cardinality), and the
maximum allowed traffic squeezing factor, 𝛽. There is an available
ordered set of 𝐾 pre-computed candidate groups of 𝑃 link-disjoint paths
between each source and destination node pairs 𝑖− 𝑗, defined as ⟨𝑖,𝑗⟩ =
{𝑔⟨𝑖,𝑗⟩1 ,… , 𝑔⟨𝑖,𝑗⟩𝑘 ,… , 𝑔⟨𝑖,𝑗⟩𝐾 }, in which 𝑔⟨𝑖,𝑗⟩𝑘 is composed by an ordered set
of 𝑃 link-disjoint routes in  (𝑁,𝐿), i.e. 𝑔⟨𝑖,𝑗⟩𝑘 = {𝑟⟨𝑖,𝑗⟩1,𝑘 ,… , 𝑟⟨𝑖,𝑗⟩𝑝,𝑘 ,… , 𝑟⟨𝑖,𝑗⟩𝑃 ,𝑘 },
where 𝑟⟨𝑖,𝑗⟩𝑝,𝑘 and 𝑟⟨𝑖,𝑗⟩𝑞,𝑘 are link-disjoint routes for 𝑝 ≠ 𝑞, ∀ 𝑖, 𝑗, 𝑘. The
manner how the set  is both generated and used in the routing
procedure is described in Section 6.

The optimization procedure finds how the transmission bit rate of
each service 𝑅(𝑖, 𝑗, 𝐵𝑟, 𝛽) is asymmetrically divided among the 𝑃 pre-
computed routes. It means to find the values for 𝐵⟨𝑝,𝑖,𝑗,𝐵𝑟⟩

𝑠 ∀𝑝, 𝑖, 𝑗, 𝐵𝑟.
Note that we have included the indexes 𝑖, 𝑗 and 𝐵𝑟 to the previously
defined 𝐵⟨𝑝⟩

𝑠 to express the fact that the asymmetrical transmission
bit rate partitioning considered here is dependent on both source and
destination 𝑖 − 𝑗 node pair and the requested transmission bit rate.
Therefore, the optimization considered in this work may be defined as
6

in Table 2.
5. Overview of algorithms and strategies proposed in this paper

Fig. 3 presents a flowchart that illustrates the interaction among the
algorithms and strategies proposed in this article employed to build the
proposed Optimized Partitioning Dedicated Path Protection (OPDPP)
framework (described in Section 7). The optimization problem defined
in Table 2/Section 4 is addressed using the multi-objective optimizer
NSGA-II (red block in Fig. 3). Details on the optimization process setup
are described in Section 7. The optimization block assumes 𝐵⟨𝑝,𝑖,𝑗,𝐵𝑟⟩

𝑠 as
design variables (green block in Fig. 3), while the optimization objec-
tives (fitness functions shown in the purple block) are the network’s
average transmission bit rate squeezing factor (𝛽𝑁 , calculated using
Eq. (9)) and the network blocking probability (𝐵𝑃 ), obtained from
an optical network simulator (gray block in Fig. 3 and described in
Section 8). The network simulator generates a large number of services
to be embedded in the network (assuming a dynamic/stochastic traffic
pattern) which simulates the process of setting up and tearing down
services in a real network. The optical network simulator evaluates the
probability that a given service does not find available resources in the
network to accommodate it at its arrival time, which is referred to as
the network blocking probability and evaluated by

𝐵𝑃 =
𝛤𝑆𝑒𝑟𝑣𝑖𝑐𝑒_𝐵𝑙𝑜𝑐𝑘𝑒𝑑

𝛤𝑆𝑒𝑟𝑣𝑖𝑐𝑒_𝐵𝑙𝑜𝑐𝑘𝑒𝑑 + 𝛤𝑆𝑒𝑟𝑣𝑖𝑐𝑒_𝐴𝑐𝑐𝑒𝑝𝑡𝑒𝑑
. (10)

Here, 𝛤𝑆𝑒𝑟𝑣𝑖𝑐𝑒_𝐵𝑙𝑜𝑐𝑘𝑒𝑑 and 𝛤𝑆𝑒𝑟𝑣𝑖𝑐𝑒_𝐴𝑐𝑐𝑒𝑝𝑡𝑒𝑑 represent the numbers of
blocked and accepted services, respectively, during the simulation.
The contributions/novelties proposed in this article concerning the
implementation feasibility of the new FARgdp concept are detailed in
Section 6 through Algorithms 1, 2, and 3, as well as depicted in Fig. 3
through the blocks representing the generation of candidate groups of
link-disjoint routes (yellow block, Algorithm 3), FARgdp routing (cyan
block, Algorithm 1), and the DPGR-multi-P algorithm (brown block,
Algorithm 2).

6. Proposed fixed-alternate routing using groups of disjoint paths
(FARgdp)

In classical fixed-alternate routing schemes, the route to be used to
allocate each incoming service is selected from an ordered list of 𝐾
pre-calculated routes. One tries to allocate the incoming service in the
first route of that list, if there are no resources in this first route, the
second route in the list is tried and so on.

In the scenario considered in this work (BSP, LD-MPR and TRaP),
each incoming service is allocated using not only one route, but using
a set of 𝑃 disjoint routes. In this scenario, groups of candidate link-
disjoint routes should be sequentially tried rather than a single route.
To the best of our knowledge we are proposing in this paper a fixed-
alternate routing algorithm that considers such set of candidate groups
of link-disjoint paths.
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Table 2
Definition of the optimization problem.
Given: Physical topology  (𝑁,𝐿), the statistical modeling of the dynamic traffic, the traffic matrix, set of allowed

transmission bit rates, 𝑟, 𝐾 candidate groups of 𝑃 link-disjoint paths between each source and destination node
pairs 𝑖 − 𝑗, ⟨𝑖,𝑗⟩, and the squeezing factor, 𝛽, set in the SLA.

Find: 𝐵⟨𝑝,𝑖,𝑗,𝐵𝑟⟩
𝑠 ∀𝑝, 𝑖, 𝑗, 𝐵𝑟

Subject to:
𝑃
∑

𝑝=1,𝑝≠𝑞
𝐵⟨𝑝,𝑖,𝑗,𝐵𝑟⟩
𝑠 ≥ (1 − 𝛽)𝐵𝑟 ∀𝑞 ∈ {1,… , 𝑃 } (From Eq. (5)).

Minimize: Simultaneously the overall network blocking probability (𝐵𝑃 ) and the network average transmission bit rate
squeezing factor (𝛽𝑁 ). Achieving this necessitates employing a multi-objective optimization procedure.
Fig. 3. Overview on the proposed Optimized Partitioning Dedicated Path Protection (OPDPP) framework. The figure shows a flowchart that illustrates the interaction among the
algorithms and strategies proposed in this article. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Let the incoming service 𝑅(𝑖, 𝑗, 𝐵𝑟, 𝛽) be divided into the following
𝑃 independent transmission bit rate flows:  = {𝐵⟨1,𝑖,𝑗,𝐵𝑟⟩

𝑠 , 𝐵⟨2,𝑖,𝑗,𝐵𝑟⟩
𝑠 ,… ,

𝐵⟨𝑃 ,𝑖,𝑗,𝐵𝑟⟩
𝑠 }. The candidate set of groups of link-disjoint paths ⟨𝑖,𝑗⟩

= {𝑔⟨𝑖,𝑗⟩1 ,… , 𝑔⟨𝑖,𝑗⟩𝑘 ,… , 𝑔⟨𝑖,𝑗⟩𝐾 } is then considered to allocate 𝑅(𝑖, 𝑗, 𝐵𝑟, 𝛽).
Each candidate group 𝑔⟨𝑖,𝑗⟩𝑘 = {𝑟⟨𝑖,𝑗⟩1,𝑘 , 𝑟⟨𝑖,𝑗⟩2,𝑘 ,… , 𝑟⟨𝑖,𝑗⟩𝑃 ,𝑘 } is composed by an
ordered set of 𝑃 disjoint routes in  (𝑁,𝐿). Upon a request 𝑅(𝑖, 𝑗, 𝐵𝑟, 𝛽)
arrival, the algorithm tries to use the routes that belong to the first
(i.e. 𝑘 = 1) group 𝑔⟨𝑖,𝑗⟩1 in ⟨𝑖,𝑗⟩. It means that 𝐵⟨1,𝑖,𝑗,𝐵𝑟⟩

𝑠 is assigned
to route 𝑟⟨𝑖,𝑗⟩1,1 , 𝐵⟨2,𝑖,𝑗,𝐵𝑟⟩

𝑠 is assigned to route 𝑟⟨𝑖,𝑗⟩2,1 and so on. If 𝑔⟨𝑖,𝑗⟩1
fails in the route assignment for 𝑅(𝑖, 𝑗, 𝐵𝑟, 𝛽), then the second (𝑘 = 2)
group 𝑔⟨𝑖,𝑗⟩2 in ⟨𝑖,𝑗⟩ is tried and then 𝐵⟨1,𝑖,𝑗,𝐵𝑟⟩

𝑠 is assigned to route
𝑟⟨𝑖,𝑗⟩1,2 , 𝐵⟨2,𝑖,𝑗,𝐵𝑟⟩

𝑠 is assigned to route 𝑟⟨𝑖,𝑗⟩2,2 and so on. Note that the
described process consists on the routing procedure, and any spectrum
assignment algorithm may be used to perform the spectral allocation.

The proposed fixed-alternate routing mechanism employing groups
of link-disjoint paths (FARgdp) follows the above mentioned steps,
and we named it as disjoint-path-group routing (DPGR). The de-
tails on DPGR procedure is presented in Algorithm 1. The function
𝑆𝐴(𝐵⟨𝑝,𝑖,𝑗,𝐵𝑟⟩

𝑠 , 𝑟⟨𝑖,𝑗⟩𝑝,𝑘 ) is any spectrum assignment algorithm used to
allocate the transmission bit rate 𝐵⟨𝑝,𝑖,𝑗,𝐵𝑟⟩

𝑠 using the route 𝑟⟨𝑖,𝑗⟩𝑝,𝑘 . In this
paper we assume that the spectrum assignment algorithm is aware
of the available transmission modulation formats and its quality of
transmission (QoT) requirements in order to determine both the re-
quired number of frequency slots and maximum transmission reach.
By considering that the set ⟨𝑖,𝑗⟩ is pre-computed and available, the
dominant time-consuming part of Algorithm 1 is the 𝑆𝐴(𝐵⟨𝑝,𝑖,𝑗,𝐵𝑟⟩

𝑠 , 𝑟⟨𝑖,𝑗⟩𝑝,𝑘 )
call, which means that the time complexity of the algorithm is 𝑂(𝐾 ⋅𝑃 ).
7

In the main proposal of this paper, we use as routing, modulation
format and spectrum assignment algorithm (RMSA) [27] the procedure
DPGR-multi-P, presented in Algorithm 2. It consists of making succes-
sive calls to DPGR, starting with 𝑝 = 𝑃 and decrementing the value
of 𝑝 at each attempt until a solution is found. Note that the call for
DPGR(, 1, 𝐾, 𝑖, 𝑗, 𝐵𝑟), i.e. 𝑃 = 1, is not considered because such case
does not provide protection. The time complexity of DPGR-multi-P is
𝑂(𝐾 ⋅ 𝑃 2).

Another novelty presented in this article is the strategy used to
generate the set ⟨𝑖,𝑗⟩. In works found in the literature [6,18], some
authors use the Bhandari’s algorithm [40] to find the groups of 𝑃 link-
disjoint routes. The strategy consists on running Bhandari’s algorithm
to find a number 𝑄 (𝑄 > 𝑃 ) of link-disjoint routes and then combine
these 𝑄 routes to form groups of 𝑃 link-disjoint routes. Clearly this
strategy is not able to find all possible groups of 𝑃 link-disjoint routes
available in the topology, which limits the applicability of the FARgdp
strategy. We address this problem in this paper by evaluating all
possible groups of 𝑃 link-disjoint routes between a given source and
destination nodes 𝑖 − 𝑗. The algorithm used to evaluate such groups is
described in Algorithm 3. This algorithm returns the ordered set ⟨𝑖,𝑗⟩
containing 𝐾 groups of 𝑃 link-disjoint routes. These groups are ordered
in ascending order of total hop counting of its routes.

Line 1 of Algorithm 3 computes all routes between each source–
destination node pair (𝑖 − 𝑗) in  (𝑁,𝐿) using Depth-First Search (time
complexity 𝑂(𝑁 + 𝐿)), where 𝑁 is the number of nodes and 𝐿 is the
number of links in the topology. Line 2 forms all possible groups of 𝑃
link-disjoint paths between 𝑖−𝑗 (time complexity 𝑂((𝐴!)∕[(𝐴−𝑃 )!⋅𝑃 !])).
Lines 3 and 4 compute the hop and distance sum for all found 𝑊
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Algorithm 1 DPGR(, 𝑃 , 𝐾, 𝑖, 𝑗, 𝐵𝑟) pseudo-code

1: Acquire the set ⟨𝑖,𝑗⟩ considering 𝑃 and 𝐾;
2: 𝑆𝑢𝑐𝑐𝑒𝑠𝑠 ⟵ 𝑓𝑎𝑙𝑠𝑒;
3: 𝑘, 𝑝 ⟵ 1;
4: while ((𝑘 ≤ 𝐾) and not (𝑆𝑢𝑐𝑐𝑒𝑠𝑠)) do
5: 𝑆𝑢𝑐𝑐𝑒𝑠𝑠 ⟵ 𝑡𝑟𝑢𝑒;
6: while ((𝑝 ≤ 𝑃 ) and (𝑆𝑢𝑐𝑐𝑒𝑠𝑠)) do
7: if (𝑆𝐴(𝐵⟨𝑝,𝑖,𝑗,𝐵𝑟⟩

𝑠 ,𝑟⟨𝑖,𝑗⟩𝑝,𝑘 ) succeed) then
8: Allocate 𝐵⟨𝑝,𝑖,𝑗,𝐵𝑟⟩

𝑠 using the route 𝑟⟨𝑖,𝑗⟩𝑝,𝑘 and the available mod-
ulation format with highest spectral efficiency that meets
QoT requirements;

9: 𝑝 ⟵ 𝑝 + 1;
10: else
11: Dislocate all previously allocated routes;
12: 𝑆𝑢𝑐𝑐𝑒𝑠𝑠 ⟵ 𝑓𝑎𝑙𝑠𝑒;
13: 𝑝 ⟵ 1;
14: end if
15: end while
16: 𝑘 ⟵ 𝑘 + 1;
17: end while
18: if (𝑆𝑢𝑐𝑐𝑒𝑠𝑠) then
19: return 𝑆𝑒𝑟𝑣𝑖𝑐𝑒_𝐴𝑐𝑐𝑒𝑝𝑡𝑒𝑑;
20: else
21: return 𝑆𝑒𝑟𝑣𝑖𝑐𝑒_𝐵𝑙𝑜𝑐𝑘𝑒𝑑;
22: end if

Algorithm 2 DPGR-multi-P(, 𝑃 , 𝐾, 𝑖, 𝑗, 𝐵𝑟) pseudo-code
1: for (𝑝 = 𝑃 to 2, 𝑝 − −) do
2: if (DPGR(, 𝑝, 𝐾, 𝑖, 𝑗, 𝐵𝑟) = 𝑆𝑒𝑟𝑣𝑖𝑐𝑒_𝐵𝑙𝑜𝑐𝑘𝑒𝑑) then
3: Continue to next 𝑝;
4: else
5: return 𝑆𝑒𝑟𝑣𝑖𝑐𝑒_𝐴𝑐𝑐𝑒𝑝𝑡𝑒𝑑;
6: end if
7: end for
8: return 𝑆𝑒𝑟𝑣𝑖𝑐𝑒_𝐵𝑙𝑜𝑐𝑘𝑒𝑑;

Algorithm 3 GroupsGeneration( , 𝑃 , 𝐾, 𝑖, 𝑗)

Require: Topology=  (𝑁,𝐿); Number of groups 𝐾;
1: Find the set ⟨𝑖,𝑗⟩ containing all possible loopless routes between

𝑖 − 𝑗 pairs in  ;
2: Compute the set ⟨𝑖,𝑗⟩

𝑃 = {𝑤⟨𝑖,𝑗⟩
1 , 𝑤⟨𝑖,𝑗⟩

2 ,… , 𝑤⟨𝑖,𝑗⟩
𝑊 } containing all 𝑊

groups of 𝑃 disjoint paths between the pair 𝑖 − 𝑗 by testing all
possible combinations of 𝑃 routes in ⟨𝑖,𝑗⟩;

3: Compute the hop sum ℎ𝑥 of all disjoint routes that compose the
group 𝑤⟨𝑖,𝑗⟩

𝑥
4: Compute the distance sum 𝑑𝑥 of all disjoint routes that compose the

group 𝑤⟨𝑖,𝑗⟩
𝑥

5: Sort the groups 𝑤⟨𝑖,𝑗⟩
𝑥 inside ⟨𝑖,𝑗⟩

𝑃 in ascending order of ℎ𝑥 (ties are
broken by sorting in ascending order of 𝑑𝑥 and any remaining ties
are broken randomly);

6: ⟨𝑖,𝑗⟩ ⟵ the first 𝐾 groups in ⟨𝑖,𝑗⟩
𝑃 ;

7: Sort, in ascending order of hop count, the routes inside all groups
𝑔⟨𝑖,𝑗⟩𝑘 ∈ ⟨𝑖,𝑗⟩ (ties are broken sorting in ascending order of route
length and any remaining ties are broken randomly);

8: return ⟨𝑖,𝑗⟩;

groups of 𝑃 routes (both lines show time complexity 𝑂(𝑊 ⋅ 𝑃 )). Line
sorts the groups in ascending order of total number of hops (time

omplexity 𝑂(𝑊 2)). Line 6 selects the first 𝐾 groups after the sorting
time complexity 𝑂(𝐾)). Line 7 sorts the routes inside each group

2

8

n ascending order of number of hops (time complexity 𝑂(𝐾 ⋅ 𝑃 )). i
ote that the worst time complexity is verified in line 2. However,
his combinatorial time complexity is polynomial for small values of

(low number of transmission bit rate divisions), which is the case
n our application. Moreover, Algorithm 3 may be executed in offline
anner by making a look-up table in the groups of routes during the

outing operation. Thus, by building such look-up table, the high time
omplexity required by Algorithm 3 does not impact the quick response
equired by the RMSA procedure on a dynamic-traffic network.

. Proposed Optimized Partitioning Dedicated Path Protection
OPDPP) framework

The proposed optimized protection framework aims to carry out a
areful partitioning of services’ required transmission bit rate among
he group of link-disjoint routes for each source–destination node pairs
n order to simultaneously reduce the 𝐵𝑃 and ̄𝛽𝑁 as defined in Table 2.

e named the proposed framework as Optimized Partitioning Dedi-
ated Path Protection (OPDPP). The implementation of the proposed
PDPP takes place in two phases: the optimization phase, henceforth
amed as offline-phase, and an operational phase, henceforth named as
nline-phase:

• Offline-phase — The optimization problem shown in Table 2 is
solved in the offline-phase. Algorithm 2 and non-optimized values
of 𝐵⟨𝑝,𝑖,𝑗,𝐵𝑟⟩

𝑠 are used to solve RMSA problem for each incoming
service request, as shown in Fig. 3. The selected optimization
algorithm (in our case the NSGA-II) makes several attempts for
different values of 𝐵⟨𝑝,𝑖,𝑗,𝐵𝑟⟩

𝑠 in order to identify their optimized
values. This optimization is performed in a multi-objective way
with the goal of reducing, simultaneously, the network perfor-
mance figures of merit shown in ‘‘Minimize’’ line of Table 2. In
order to find values for these figures of merit, the optical network
simulator is employed (see Sections 5 and 8). Note that, if the
optimization algorithm takes a long time to perform its task, it
will not impact the time required to solve the RMSA algorithm
during the day-to-day operations of the network. This phase takes
place before the real time network operation when its control
plane needs to quickly solve RMSA for each network service
request arrival.

• Online-phase — After the offline phase, the most suitable (op-
timized) values for 𝐵⟨𝑝,𝑖,𝑗,𝐵𝑟⟩

𝑠 are already found. Algorithm 2 is
integrated into the network control plane but using single and
fixed (optimized) values for the parameters 𝐵⟨𝑝,𝑖,𝑗,𝐵𝑟⟩

𝑠 . The online
phase works as shown in Fig. 3, but without the multi-objective
optimizer block.

The details on how the optimization procedure is performed in
he offline-phase is discussed in Section 7.1, whereas the online-phase
nly uses Algorithm 2 for RMSA solutions. For the sake of clarity
nd simplicity, we shall refer to the near optimum protection RMSA
lgorithm, derived from the application of the OPDPP framework, as
PDPP algorithm throughout this study.

.1. Proposed optimizer to perform asymmetrical partitioning

In order to solve the multi objective optimization problem defined
n Table 2, we have used the Non-dominated Sorting Genetic Algorithm
NSGA-II) optimization procedure [41]. NSGA-II is known to be suit-
ble to find near optimum solutions for various different optimization
roblems [27,42–45]. Several other optimization metaheuristics could
e utilized instead, but it is out of the scope of this paper to find the
est metaheuristic to solve the problem defined in Table 2.

NSGA-II is a type of a genetic algorithm which iteratively evolves
set of individuals towards the simultaneous optimization of the
ultiple objective functions. In the instance of the NSGA-II used
n the paper, each individual represents a possible choice for  =
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Fig. 4. (a) Example of the individual structure for the scenario of a 4-node network considering three link-disjoint routes (𝑃 = 3) and three service transmission rates (𝑇𝑅 = 3).
b) Block diagram that represents how the fitness of each individual is evaluated. (For interpretation of the references to color in this figure legend, the reader is referred to the
eb version of this article.)
E
c

n
p
p
v
f
i
b
a
p
𝛽
w
a
i
o
l

7

a

𝐵⟨1,𝑖,𝑗,𝐵𝑟⟩
𝑠 , 𝐵⟨2,𝑖,𝑗,𝐵𝑟⟩

𝑠 ,… , 𝐵⟨𝑃 ,𝑖,𝑗,𝐵𝑟⟩
𝑠 }. Fig. 4(a) shows an example of the

ndividual representation for the case of a 4-node network considering
he availability of three link-disjoint routes (𝑃 = 3) and three service’s
ransmission bit rates (𝑇𝑅 = 3). Each individual is represented by a
hree-dimensional tensor. The first dimension stands for the entries
orresponding to each source–destination pair (in green), the second
tands for the entries corresponding to service’s transmission bit rates
in blue) and the third stands for the entries corresponding to the values
f partial transmission bit rate designated for each link-disjoint path
in red). We select this last vector as the individual’s gene. Thus, each
ene actually stores a valid asymmetric division, among 𝑃 link-disjoint
outes, of the transmission bit rate required by a service request (𝐵𝑟)
hat yet comply with the set 𝛽 in a one link failure scenario. The
iscrete set of possibilities for each gene and the generation of such
et is discussed in Section 7.2.

Note that each individual represents a possible solution for the
roblem and how well an individual solves the optimization prob-
em is determined by valuing its fitness functions. In Fig. 4(b) we
how how each individual information (in our approach) is used to
btain its fitness functions values. The green filled rectangle com-
rises the previously discussed transmission bit rates partitions  =
𝐵⟨1,𝑖,𝑗,𝐵𝑟⟩
𝑠 , 𝐵⟨2,𝑖,𝑗,𝐵𝑟⟩

𝑠 ,… , 𝐵⟨𝑃 ,𝑖,𝑗,𝐵𝑟⟩
𝑠 } ‘‘stored’’ by each individual. The two

itness functions of each individual are evaluated using a network sim-
lator (shown in gray box) that simulates a large set of service requests
nder dynamic traffic regime (shown in light blue box). The RMSA
lgorithm (which is a building block of the network simulator itself
nd is depicted in yellow box) is solved for each simulated incoming
ervice by using the  information from the individual alongside with
lgorithm 2. Then, after the generation of several service requests, the
imulator returns both the resultant overall network blocking proba-
ility (𝐵𝑃 ) and the average network squeezing factor (𝛽𝑁 ) (evaluated
sing Eq. (9)) to be assigned as the individual’s fitness.

The iterative process of the NSGA-II optimizer used in this work
s the same used in [2] with the modifications in the initialization,
rossover and mutation operators. The population is composed by 𝑄
ndividuals and they are initialized at random. Each gene of each indi-
idual is randomly selected (uniform distribution) among the available
hoices (see Section 7.2).

Two individuals 𝐼1 and 𝐼2 are selected for crossover operation using
he roulette wheel approach [46]. In each mating operation, we apply
he uniform crossover [47] between parents 𝐼1 and 𝐼2 to generate new
ffspring individuals 𝐼3 and 𝐼4. The parent’s genes are swapped, with
robability of 𝑝𝑐 , to generate offspring 𝐼3 and 𝐼4. In each iteration of
9

the algorithm, 𝑄∕2 crossover operations are executed to generate 𝑄 a
Fig. 5. Example of Pareto fronts and dominance criteria in a multi-objective
optimization process.

new individuals. This population created by multiple crossover oper-
ations are also subjected to the mutation operation. Each gene of each
individual of this population is mutated with the probability of 𝑝𝑚.
ach mutated gene is filled with a randomly (uniform distribution) new
ontent, selected among the available possibilities (see Section 7.2).

At the end of the iterations, the NSGA-II returns sets of non domi-
ated solutions named as Pareto fronts. Three Pareto fronts are exem-
lified in Fig. 5. In this figure, the individuals found by NSGA-II are
lotted accordingly their 𝐵𝑃 and ̄𝛽𝑁 . The individual 𝐼1 presents lower
alue in at least one fitness function and non-higher value in the other
itness function than the individuals 𝐼2 to 𝐼7. Thus, by definition, 𝐼1
s said to ‘‘dominates’’ 𝐼2 to 𝐼7 (meaning that the solution 𝐼1 shows a
etter trade-off on the considered fitness functions than 𝐼2 to 𝐼7). If one
ims to minimize simultaneously the 𝐵𝑃 and ̄𝛽𝑁 , it is clear from the
lot that individuals that achieve the best trade-off between 𝐵𝑃 and
𝑁̄ belongs to the first Pareto front. In this work, we use the individual
ith lowest 𝐵𝑃 value (𝐼𝑠 in the plot) as the optimized solution obtained
t the end of the offline-phase. Note that, since the optimization is done
n a multi-objective way, this chosen solution represents not only the
ne that provides the lowest 𝐵𝑃 , but also the one that provides the
owest ̄𝛽𝑁 available for such low value of 𝐵𝑃 .

.2. Considered combinations of transmission bit rate partitioning

Each gene from a NSGA-II individual stores a valid combination that
symmetrically distributes the 𝐵𝑟 for a given service request 𝑅(𝑖, 𝑗, 𝐵𝑟, 𝛽)
mong 𝑃 link-disjoint routes and yet obeying the restriction imposed
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Fig. 6. Topologies: (a) COST239 and (b) NSFNET.
by the SLA on 𝛽. Clearly, there are several possibilities for such combi-
nations. Let ⟨𝑃 ,𝛽,𝛼,𝐵𝑟⟩ = {𝑐1, 𝑐2,… , 𝑐𝐶} represent all such combinations,
whereas 𝑐𝑥 is composed by a set of 𝑃 bitrates 𝑐𝑥 = {𝐵⟨1⟩, 𝐵⟨2⟩,… , 𝐵⟨𝑃 ⟩}.
In order to reduce the number of combinations available for each gene
(and consequently speeding up the NSGA-II convergence) we apply the
following constraints on 𝐵⟨𝑝⟩ and 𝛽.

𝛽 ≤ 1∕𝑃

𝐵⟨1⟩ = 𝐵⟨2⟩ = 𝐵𝑟(1 − 𝛽) if 𝑃 = 2

𝛾𝑖𝐵𝑟 ≤ 𝐵⟨𝑝⟩ ≤ 𝛾𝑓𝐵𝑟 if 𝑃 > 2

𝐵⟨𝑝⟩ ∈ {𝛾𝑖𝐵𝑟, 𝛾𝑖𝐵𝑟 + 𝛾𝑠, 𝛾𝑖𝐵𝑟 + 2𝛾𝑠,… 𝛾𝑓𝐵𝑟} if 𝑃 > 2

(11)

in which 𝛾𝑖 and 𝛾𝑓 sets, respectively, holds the lower and the higher val-
ues allowed for 𝐵⟨𝑝⟩, whereas 𝛾𝑠 sets its discretization step. By applying
such restrictions, one obtains the reduced set ̃⟨𝑃 ,𝛽,𝛼,𝐵𝑟⟩ = {𝑐1, 𝑐2,… , 𝑐𝐶̃}
such that ̃⟨𝑃 ,𝛽,𝛼,𝐵𝑟⟩ ⊂ ⟨𝑃 ,𝛽,𝛼,𝐵𝑟⟩. In this paper we consider as valid gene
combinations the ones in ̃⟨𝑃 ,𝛽,𝛼,𝐵𝑟⟩ set, built using 𝛾𝑖 = 0.2, 𝛾𝑓 = 0.8,
and 𝛾𝑠 = 0.05 Gb/s.

8. Simulation setup

An elastic optical network simulator, extended from [48], is used
to carry out simulations results. The simulator is able to evaluate the
network blocking probability under dynamic traffic conditions. The ser-
vice requests arrive randomly following a Poisson process with holding
time exponentially distributed. Call requests are established through
an unidirectional circuit-switched lightpath. The results were ob-
tained for two network physical topologies (shown in Fig. 6): COST239
(Fig. 6(a)), composed by 11 nodes, 24 bidirectional links and average
node degree of 4.72 , and NSFNET (Fig. 6(b)), composed by 14 nodes,
21 bidirectional links and average node degree of approximately 3. The
mutation probability used in NSGA-II (𝑝𝑚) is set to provide about 2 gene
mutations (on average) per individual, which leads to 𝑃𝑚 = 0.006 for
COST239 topology and 𝑃𝑚 = 0.0037 for NSFNET topology. Moreover,
we used 100 generations, 50 individuals and a crossover probability
𝑝𝑐 = 0.5. We evaluate the noise accumulation in optical layer according
to the model described in [27]. The amplified spontaneous emission
(ASE) noise generated by the EDFA amplifiers is considered as physical
impairment for OSNR evaluation. EDFA noise figure of 5 dB is assumed.
Each link is composed by several spans (80 km of SSMF fiber plus an
EDFA that compensates for the fiber loss). SSMF attenuation coefficient
of 0.2 dB/km is used. To reduce the time required for simulations, we
opted to assume 128 frequency slots per link. However, the strategies
proposed in this study operate independently of the number of slots
assumed per link. The accumulated noise is evaluated for each call
request. The required OSNR of each modulation format depends on
transmission bit rate and the desired BER after forward error correction
10

(FEC) [26,49]. We have assumed the maximum acceptable BER equals
to 10−3, which is a common value for hard-decision FECs. The minimal
optical signal-to-noise ratio (𝑜𝑠𝑛𝑟𝑇ℎ) for each modulation format (in
linear units) [50] is

𝑜𝑠𝑟𝑛𝑇ℎ =
𝑅𝑏 ⋅ 𝑠𝑛𝑟𝑏
2 ⋅ 𝐵𝑅𝑒𝑓

, (12)

in which 𝑠𝑛𝑟𝑏 is the signal-to-noise ratio per bit, 𝐵𝑅𝑒𝑓 is the reference
bandwidth (𝐵𝑅𝑒𝑓 = 12.5GHz) and 𝑅𝑏, in bits per second (b/s), is
the overall bit rate (in both polarizations). The assumed simulation
parameters of optical transponders are: traffic demand options 𝑟 ∈
{100, 200, 400} Gb/s, launch power of 0 dBm, input signal OSNR of
30 dB and QAM-{4, 8, 16, 32, 64} and BPSK modulation formats. The
offered loads employed in each simulation scenario are selected in
order to keep the call request blocking probability achieved by the
proposed OPDPP approximately between 10−5 and 10−2.

We compare the results obtained by the proposed OPDPP against
5 other algorithms detailed in Table 3. In this study, our hypothesis is
that the implementation of FARgdp and TRaP strategies can potentially
reduce the network blocking probability. To validate this hypothesis,
we chose to use, as benchmark, simple algorithms (DPP and PDPP)
that do not employ both strategies and compare them against our
proposals that employ FARgdp and TRaP. Through this comparison,
we can analyze the impact on the blocking probability solely due to
the application of the proposed strategies. The algorithm PDPP3S is
the same proposed by Assis et al. [12]. Notice that PDPP3S may also
serve as a benchmarking purpose. The routing mechanism assumed by
PDPP3S involves the selection of the shortest disjoint routes in terms
of hops. We implement this functionality here by giving to PDPP3S
the first group of routes found by algorithm 3. It corresponds to set
𝐾 = 1. This routing strategy mirrors the functionality of Bhandari’s
algorithm [40], which similarly identifies the shortest disjoint routes
based on a specified metric (minimum number of hops in our case).
Consequently, in terms of route discovery, the routes identified by
Bhandari’s algorithm correspond to those found by PDPP3S. The al-
gorithms DPPS𝐹 , PDPP2S𝐹 and PDPP3S𝐹 are proposed in this paper
and they are enhanced (by the consideration of FARgdp approach)
versions of their counterparts proposed in [12]. PDPP3S𝐹𝑀 is also
proposed in this paper and it is an enhancement of PDPP3S that
uses both the FARgdp approach and DPGR-multi-P() algorithm. As
shown in Table 3, all 5 algorithms may be implemented as especial
cases of either DPGR() (Algorithm 1) or DPGR-multi-P() (Algorithm 2).
Particularly, note that PDPP3S can be implemented as an especial case
of the proposed DPGR() algorithm by assuming TRsP, 𝐾 = 1 (i.e. no
application of FARgdp strategy), 𝑃 = 3 for the node pairs that have 3
link-disjoint routes and 𝑃 = 2 otherwise. All simulated algorithms use,
as the spectrum assignment process (𝑆𝐴(𝐵⟨𝑝,𝑖,𝑗,𝐵𝑟⟩

𝑠 , 𝑟⟨𝑖,𝑗⟩𝑝,𝑘 )), the first-fit
policy [25].
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Table 3
Parameters and descriptions of protection algorithms investigated in this paper.

Algorithm RMSA Apply FARgdp? 𝑃 𝐾 Partitions  Proposed in

DPPS𝐹 DPGR() Yes 2 10 𝐵⟨1,𝑖,𝑗,𝐵𝑟⟩
𝑠 = 𝐵𝑟 and 𝐵⟨2,𝑖,𝑗,𝐵𝑟⟩

𝑠 = (1 − 𝛽)𝐵𝑟 ∀ 𝑖, 𝑗. This papera

PDPP2S𝐹 DPGR() Yes 2 10 𝐵⟨𝑝,𝑖,𝑗,𝐵𝑟⟩
𝑠 = 𝐵𝑠 ∀ 𝑝, 𝑖, 𝑗, 𝐵𝑠 from Eq. (2). This papera

PDPP3S DPGR() No 3/2 1 𝑃 = 3 if there is 3 link-disjoint routes between nodes 𝑖, 𝑗 and
𝑃 = 2 otherwise. 𝐵⟨𝑝,𝑖,𝑗,𝐵𝑟⟩

𝑠 = 𝐵𝑠 ∀ 𝑝, 𝐵𝑠 from Eq. (2).
[12]

PDPP3S𝐹 DPGR() Yes 3/2 10 Same of the previous line. This papera

PDPP3S𝐹𝑀 DPGR-multi-P() Yes 3 10 𝐵⟨𝑝,𝑖,𝑗,𝐵𝑟⟩
𝑠 = 𝐵𝑠 ∀ 𝑝, 𝐵𝑠 from Eq. (2). This papera

OPDPP DPGR-multi-P() Yes 3 10 𝐵⟨𝑝,𝑖,𝑗,𝐵𝑟⟩
𝑠 optimized and different for each pair 𝑖 − 𝑗 this paper

a The algorithms are enhanced versions of their counterparts found in [12] but proposed in this paper.
Fig. 7. Convergence of NSGA-II algorithm for (a) COST239 (250 erlang) and (b) NSFNET (50 erlang). Solutions found are plotted in a call request blocking probability versus
network average transmission bit rate squeezing factor graph. The initial population and first Pareto fronts per generations are shown using the labeled colors and symbols. (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
9. Simulation results

9.1. Convergence analysis (offline-phase)

In our approach, the first step to solve the optimization problem
defined in Section 4 is the application of NSGA-II optimizer in offline-
phase (as mentioned in Section 7.1). NSGA-II is an iterative algorithm
and we can analyze the convergence of the algorithm along its iterative
process (named as generations) as shown in Fig. 7. The result for
COST239 at an offered network load of 250 erlangs is shown in Fig. 7(a)
and for NSFNET at 50 erlangs in Fig. 7(b). Fig. 7 relates the call request
blocking probability with the network average transmission bit rate
squeezing factor for some solutions found by the NSGA-II during its
optimization process: initial population (gray symbols) and first Pareto
front at the end of a given generation. The symbols with the same
shape/color belong to first Pareto front found by NSGA-II after the
labeled number of generations.

Note that the solutions in the first Pareto front of a given generation
dominate the solutions in the first Pareto front of the previous genera-
tions, which shows the convergent trend of the algorithm. Furthermore,
low improvement can be observed between generations 90 and 100 in
both topologies. Therefore, the solution with the lowest BP value after
100 generations is fixed to be used by OPDDP during the online-phase
(the results shown in next subsections).

9.2. Blocking probability analysis (online-phase)

Fig. 8 shows the plots for service request blocking probability (BP)
as a function of the offered network load for all investigated protection
algorithms described in Table 3 in COST239 topology. The simulations
are carried out assuming either 𝛽 = 0.2 (Figs. 8(a) and 8(b)) or 𝛽 = 0.3
(Fig. 8(c)) and either no guard band (Figs. 8(a) and 8(c)) or one slot of
guard band (Fig. 8(b)). The blocking probabilities shown are the mean
11
value for 10 independent simulations. We have also evaluated, for each
simulated point, the associated error bars for a 95% confidence interval.
We have decided to suppress those error bars from the graphs because
they are too narrow and difficult to visualize in the graphs. Similar
analysis for NFSNET topology is shown in Fig. 9.

Figs. 8 and 9 show that the proposed OPDPP outperforms all inves-
tigated protection schemes regardless the topology, 𝛽 and considered
number of guard band slots. Moreover, OPDPP far outperforms the orig-
inal PDPP3S (shown in pink/x symbols curves in the graphs) strategy
proposed in [13]. It also can be noted from the plots that the relative
differences between the BPs found by OPDPP and PDPP3S𝐹𝑀 (second
best algorithm in all graphs) are more pronounced in COST239 than
in NSFNET topology. Possibly this outcome is due to the fact that the
COST239 network is a more connected topology (high average node
degree) than NSFNET, which results in a greater diversity in the num-
ber of available disjoint routes and, consequently, more optimization
opportunities to be explored by both OPDPP and multi path strategy.

Figs. 8 and 9 can also be used to quantify the improvements in
BP achieved by both strategies: fixed-alternate groups of link-disjoint
routes (FARgdp) and successive attempts in number of link-disjoint
routes considered (Multi-P). In all simulated scenarios, it is possible to
note that the BP found by the PDPP3S is significantly reduced when
the FARgdp strategy is adopted, i.e. by using the PDPP3S𝐹 algorithm.
Moreover, further BP reduction is verified when FARgdp and Multi-
P strategies are simultaneously adopted, although the reduction is
large in COST239 and almost negligible in NSFNET (compare the BP
achieved by algorithms PDPP3S𝐹 and PDPP3S𝐹𝑀 in each graph).

As discussed in Section 1, one of the main disadvantages of using
multipath routing is the possible necessity of adding guard band slots
to each considered path. The impact on BP of considering 𝐺𝐵 slots
as guard band can be analyzed, in our simulations, by comparing the
results achieved by PDPP2S𝐹 and PDPP3S𝐹 in Figs. 8(a) and 8(b) (for
COST239 topology) and in Figs. 9(a) and 9(b) (for NSFNET topology).
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Fig. 8. COST239 call request blocking probability per offered network load for: (a) 𝛽 = 0.2 and 𝐺𝐵 = 0; (b) 𝛽 = 0.2 and 𝐺𝐵 = 1 and (c) 𝛽 = 0.3 and 𝐺𝐵 = 0. (For interpretation
of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 9. NSFNET call request blocking probability per load for: (a) 𝛽 = 0.2 and 𝐺𝐵 = 0; (b) 𝛽 = 0.2 and 𝐺𝐵 = 1 and (c) 𝛽 = 0.3 and 𝐺𝐵 = 0. (For interpretation of the references
o color in this figure legend, the reader is referred to the web version of this article.)
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or 𝐺𝐵 = 0 (Figs. 8(a) and 9(a)), PDPP3S𝐹 far outperforms PDPP2S𝐹
n both topologies. Similarly, for 𝐺𝐵 = 1 (Figs. 8(b) and 9(b)) PDPP3S𝐹
till outperforms PDPP2S𝐹 in NSFNET topology. Nevertheless, the op-
osite is verified in COST239 topology for offered loads higher than
20 erlangs. Although PDPP3S𝐹 enables spectrum resource saving in
omparison to PDPP2S𝐹 , it requires higher number of guard band slots.
hus, BP curves obtained for PDPP3S𝐹 and PDPP2S𝐹 get closer for
𝐵 = 1 when compared to 𝐺𝐵 = 0 scenario.

This can be noted in the NSFNET, but the effect is more evident in
he COST239 topology in which even a performance inversion between
he algorithms is perceived. A possible explanation for such inversion
s: since COST239 has higher average node degree than NSFNET,
ore connections are allocated with three than with two paths, which

equires a larger number of guard band slots. One can note that at
bout 120 erlangs it is verified an inversion in the BP curves found by
DPP3S𝐹 and PDPP2S𝐹 in COST239 topology.

Finally, as expected, for a certain level of BP, the network operation
ssuming 𝛽 = 0.3 and 𝐺𝐵 = 0 supports more load than the network
peration under 𝛽 = 0.2 and 𝐺𝐵 = 0 which supports more load than
he network operation under 𝛽 = 0.2 and 𝐺𝐵 = 1. Using as example
PDPP in COST239 topology and the BP level of 10−3, the network

upports approximately: 425 erlangs for 𝛽 = 0.3 and 𝐺𝐵 = 0 (Fig. 8(c)),
60 erlangs for 𝛽 = 0.2 and 𝐺𝐵 = 0 (Fig. 8(a)) and 145 erlangs for 𝛽 = 0.2
12

nd 𝐺𝐵 = 1 (Fig. 8(b)). a
.3. Other network performance analysis (online-phase)

Table 4 shows the results for ̄𝛽𝑁 , ̄𝛼𝑁 and the average network
esource utilization 𝜐𝑁 in all simulated scenarios obtained for the algo-
ithms PDPP3S, PDPP3S𝐹𝑀 and OPDPP in COST239 (250 erlang) and
SFNET (50 erlang) topologies. The table also shows the percentage of

ource–destination pairs designated to use either symmetric (TRsP) or
symmetric (TRaP) strategy (lines ‘‘Symmet. %’’ and ‘‘Asymmet. %’’).
emember that in the case of the proposed OPDPP this designation is
one during the offline phase. We compute 𝜐𝑁 as the ratio between
he summation of used slots by all the accepted calls multiplied by its
espective holding time and total network slots available multiplied by
he simulation time.

In all simulated scenarios and topologies, the OPDPP algorithm
inds lower values for 𝐵𝑃 , ̄𝛽𝑁 and 𝜐𝑁 as compared against either
DPP3S𝐹𝑀 or PDPP3S. There are two exceptions for this statement
marked in bold in the table) in NSFNET topology in which PDPP3S
chieves lower (by a very low margin) 𝜐𝑁 values if compared against
PDPP. It means that the OPDPP provides a solution that, at the same

ime, presents less blocking events, lower (or almost even) average
pectral occupancy of the network, and lower average reduction of
ransmission bit rate in the occurrence of single link failures. On the
ther hand, in all investigated cases, OPDPP needs to allocate higher
mount of total transmission bit rate (i.e. higher ̄𝛼𝑁 ) in comparison
gainst to either PDPP3S or PDPP3S.
𝐹𝑀
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Table 4
Results overview for COST239 (250 erlangs) and NSFNET (50 erlangs) topologies.

COST239 𝛽 = 0.2 𝛽 = 0.2 𝛽 = 0.3
𝐺𝐵 = 0 𝐺𝐵=1 𝐺𝐵=0
250 erlangs 145 erlangs 425 erlangs

PDPP3S PDPP3S𝐹𝑀 OPDPP PDPP3S PDPP3S𝐹𝑀 OPDPP PDPP3S PDPP3S𝐹𝑀 OPDPP
𝑃𝐵 0.018157 0.00329 0.000447 0.01506 0.002176 0.001113 0.012776 0.002311 0.001011
̄𝛽𝑁 0.2 0.2 0.092084 0.2 0.2 0.097271 0.3 0.3 0.13657
̄𝛼𝑁 0.2 0.202617 0.352868 0.2 0.202269 0.349325 0.05 0.051418 0.108953
𝜐𝑁 0.462457 0.474066 0.447148 0.40548 0.412686 0.39805 0.528305 0.538407 0.527921
Symmet.% 100 100 1.1 100 100 3.03 100 100 8.2
Asymmet.% 0 0 98.9 0 0 96.97 0 0 91.8

NSFNET 𝛽 = 0.2 𝛽 = 0.2 𝛽 = 0.3
𝐺𝐵 = 0 𝐺𝐵=1 𝐺𝐵=0
50 erlangs 40 erlangs 85 erlangs

PDPP3S PDPP3S𝐹𝑀 OPDPP PDPP3S PDPP3S𝐹𝑀 OPDPP PDPP3S PDPP3S𝐹𝑀 OPDPP
𝑃𝐵 0.002887 0.001336 0.001081 0.008337 0.004448 0.003797 0.007605 0.004206 0.003306
̄𝛽𝑁 0.2 0.2 0.119673 0.2 0.2 0.12069 0.3 0.3 0.172654
̄𝛼𝑁 0.309359 0.30973 0.420479 0.308341 0.309113 0.419017 0.144676 0.145355 0.271179
𝜐𝑁 0.233944 0.235014 0.232793 0.252776 0.255146 0.253846 0.298958 0.302418 0.301811
Symmet.% 100 100 1.93 100 100 2.48 100 100 5.31
Asymmet.% 0 0 98.07 0 0 97.52 0 0 94.69
t
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Fig. 10. Transmission bit rate distribution among the partitions (𝐵⟨1,𝑖,𝑗,𝐵𝑟⟩
𝑠 , 𝐵⟨2,𝑖,𝑗,𝐵𝑟⟩

𝑠 and
⟨3,𝑖,𝑗,𝐵𝑟⟩
𝑠 ) for each traffic demand option (100Gb/s blue boxes, 200Gb/s green boxes and
00Gb/s red boxes), defined by GA solution, for 𝛽 = 0.2 and 𝐺𝐵 = 0, plotted as a box
hart for NSFNET (50 erlangs) and COST239 (250 Elangs). (For interpretation of the
eferences to color in this figure legend, the reader is referred to the web version of
his article.)

It can also be seen from the table that the optimized solution found
y OPDPP (for COST239, 𝛽 = 0.2 and 𝐺𝐵 = 0) have designated the
symmetrical distribution of transmission bit rate between the three
outes for 98.9% of source–destination node pairs, whereas the symmet-
ical distribution is adopted for only 1.1% of the pairs. Moreover, notice
hat a similar outcome is verified in the other simulated scenarios,
.e. the OPDPP solution have designated the asymmetrical distribution
or more than 90% of the source–destination node pairs in all simulated
ases.

We have investigated not only the percentage of source–destination
ode pairs that are using either symmetrical of asymmetrical strategy,
ut also the statistics regarding the amount of transmission bit rate
13

c

hat is designated by OPDPP (NSGA-II optimization) to each of the
hree partitions of each source–destination node pairs. The analysis for
he two topologies are shown in box-and-whisker plot in Fig. 10. The
ertical axis stands for the transmission bit rate designated to each
f the three partitions that are labeled in the horizontal axis. Each
ox is drawn from first to third quartile, the horizontal line and the
ymbol drawn inside the box denote, respectively, the median and the
ean, the whiskers are drawn based on 1.5 times the interquartile

ange rule and circles are the outliers data points. The red, green and
lue boxes stand, respectively, for the 400 Gb/s, 200 Gb/s and 100 Gb/s
ervices. Notice that there is a trend on the OPDPP choice to allocate
igher amount of transmission bit rate in the first two partitions than
n the third partition. It makes sense because the routes serving the
artitions are sorted in decreasing order of spectral efficiency, with
ighest spectral efficiency available route being allocated to serve the
irst partition and so on.

0. Conclusion

In this paper we propose a novel protection scheme for elastic
ptical networks under dynamic traffic named as OPDPP. It considers
he multipath routing scenario in which the services’ transmission bit
ate are asymmetrically divided among multiple link-disjoint paths,
s well as, they may be squeezed (reduced) when the services are
ffected by a single-link failure. The OPDPP uses a multi-objective
enetic algorithm that defines, for each pair of network’s nodes, how
he services transmission bit rate should be partitioned among the
ink-disjoint paths. The aim of the optimization procedure is to mini-
ize, simultaneously, the network blocking probability and the average

queezed transmission bit rate experienced by the services under a
ingle-link failure. A metric to quantify the average squeezed trans-
ission bit rate in the network is also proposed and introduced in

he paper. We carried out several simulations to assess the OPDPP
erformance. In all investigated scenarios (COST239/NSFNET topolo-
ies, maximum allowed squeezing factor 𝛽 of 0.2 and 0.3 and paths
ith and without guard bands), the OPDPP was able to find lower
alues of blocking probabilities when compared with other 5 algo-
ithms (one algorithm is from the literature, whereas the other four are
nhanced versions of previously proposed algorithms). Moreover, we
lso propose in this paper the new concept of fixed-alternate routing
sing groups of link-disjoint paths (FARgdp). In FARgdp concept, the
lassical fixed-alternate routing that considers a set of candidate routes
s transformed into a set of groups of candidate routes, each group

ontaining 𝑃 link-disjoint routes. We apply the FARgdp concept to
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propose two protection algorithms (DPGR and DPGR-Multi-P), as well
as, we apply it to enhance four algorithms found in the literature. In all
investigated scenarios, the algorithms that apply the FARgdp concept
achieved lower values of blocking probabilities (by a large margin)
when compared against their counterpart algorithms that do not apply
it.
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