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CONNECTIVITY - AWARE VIRTUAL the protected component having a virtual link to a virtual 
NETWORK EMBEDDING node inside the protected component ; attempting to deter 

mine k + 1 edge - disjoint shortest paths from the protected 
TECHNICAL FIELD component to the selected virtual node ; if k + 1 edge - disjoint 

shortest paths are determined : adding the selected virtual 
The current application relates to virtual network embed - node to the protected component ; updating the conflicting 

ding , and in particular to connectivity - aware virtual network set of the virtual link between the selected virtual node and 
embedding the virtual node inside the protected component to include 

all virtual links in the k + 1 edge - disjoint shortest paths ; and 
BACKGROUND 10 removing all of the virtual links in the k + 1 edge - disjoint 

shortest paths from further consideration in augmenting the 
Network virtualization allows one or more specified net - virtual network definition and determining the conflicting 

works to be implemented on a substrate network infrastruc - set ; if k + 1 edge - disjoint shortest paths are not determined : 
ture . That is , a number of virtual networks may be specified adding n parallel virtual links between the selected virtual 
and implemented on a physical network infrastructure . Vir - 15 node and the virtual node inside the protected component to 
tual network embedding provides a mapping between the provide k + 1 edge - disjoint shortest paths , where n = k + 1 
virtual nodes and virtual links of the virtual network to the ( number of determined edge - disjoint shortest paths ) ; adding 
physical nodes and physical links or paths of the physical the selected virtual node to the protected component ; updat 
substrate network . In addition to satisfying the virtual node ing the conflicting set of the virtual link between the selected 
and virtual link requirements , the mapping may also attempt 20 virtual node and the virtual node inside the protected com 
to optimize , or satisfy , other constraints . ponent to include all virtual links in the determined edge 

Virtual network embedding allows a plurality of virtual disjoint shortest paths and the n parallel virtual links ; 
nodes and virtual links to be implemented in available removing all of the virtual links in the determined edge 
physical resources . However , it is possible that the virtual disjoint shortest paths and the n parallel virtual links from 
network embedding results in a mapping that leaves the 25 further consideration in augmenting the virtual network 
virtual network vulnerable to disconnection as a result of a definition and determining the conflicting set ; and selecting 
physical link failure , which would render the virtual net - a next virtual node outside of the protected component 
work , or a portion of the virtual network , unusable . The having a virtual link to a virtual node inside the protected 
defined virtual network may experience connectivity issues component . 
due to the failure of a physical link . While it is possible to 30 In accordance with a further embodiment of the method , 
determine a mapping that maintains connectivity between determining the conflicting set for each of the virtual links 
virtual nodes in the event of a single physical link failure , the comprises determining the conflicting set for each of the 
problem increases in complexity quickly as more link - virtual links using an optimal cut - set approach . 
failure resilience is desired and the number of virtual nodes In accordance with a further embodiment of the method , 
is increased , particularly when other criteria are taken into 35 determining the embedding comprises using an integer 
account , such as efficient use of physical network resources . linear programming ( ILP ) formulation to determine the 

It is desirable to provide a virtual network embedding embedding . 
technique capable of providing a mapping that can maintain In accordance with a further embodiment of the method , 
virtual network connectivity in the event of multiple physi - determining the embedding comprises using a heuristic 
cal link failures . 40 approach to determine the embedding . 

In accordance with a further embodiment of the method , 
SUMMARY the heuristic approach comprises : sorting in decreasing order 

the virtual nodes according to a sum of conflicting set size 
In accordance with the present disclosure there is pro - of each virtual link incident upon the respective virtual node ; 

vided a method for embedding a virtual network definition 45 mapping virtual nodes and virtual links of the virtual net 
defining a virtual network comprising a plurality of virtual work definition to the physical network beginning with the 
nodes and a plurality of virtual links on a physical network , virtual nodes having the largest sum of conflicting set size . 
the method comprising : determining a conflicting set for In accordance with a further embodiment of the method , 
each virtual link of the virtual network definition , each each virtual link incident upon a virtual node is mapped to 
conflicting set comprising a plurality of virtual links of the 50 the physical network in a decreasing order of the conflicting 
virtual network that must be embedded on disjoint paths in set size of each one of the virtual links . 
the physical network to maintain connectivity of the virtual In accordance with a further embodiment , the method 
network in the presence of k physical link failures ; and further comprises receiving the virtual network definition as 
embedding the virtual network onto the physical network so a virtual network request for embedding onto the physical 
that each of the plurality virtual links in each conflicting set 55 network . 
are embedded on disjoint paths of the physical network . In accordance with the present disclosure there is pro 

In accordance with a further embodiment , the method vided a system for embedding a virtual network on a 
further comprises augmenting the virtual network definition physical network , the system comprising : a processing unit 
by adding parallel virtual links between virtual nodes so that for executing instructions , and a memory unit for storing 
each of the virtual nodes comprises at least k + 1 virtual links . 60 instructions , which when executed by the processor config 

In accordance with a further embodiment of the method , ure the system to perform steps for : determining a conflict 
the parallel virtual links are added when determining the ing set for each virtual link of a virtual network definition 
conflicting set for each virtual link . defining the virtual network comprising a plurality of virtual 

In accordance with a further embodiment of the method , nodes and a plurality of virtual links , each conflicting set 
augmenting the virtual network definition and determining 65 comprising a plurality of virtual links of the virtual network 
the conflicting set comprises : selecting an initial virtual node that must be embedded on disjoint paths in the physical 
as a protected component ; selecting a virtual node outside of network to maintain connectivity of the virtual network in 
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the presence of k physical link failures ; and embedding the In accordance with a further embodiment of the system , 
virtual network onto the physical network so that each of the the instructions configure the system to further perform steps 
plurality virtual links in each conflicting set are embedded for receiving the virtual network definition as a virtual 
on disjoint paths of the physical network . network request for embedding onto the physical network . 

In accordance with a further embodiment of the system , 5 
the instructions configure the system to further perform steps BRIEF DESCRIPTION OF THE DRAWINGS 
for augmenting the virtual network definition by adding 
parallel virtual links between virtual nodes so that each of Embodiments are described herein with reference to the 
the virtual nodes comprises at least k + 1 virtual links . appended drawings , in which : 

In accordance with a further embodiment of the system , 10 FIG . 1 depicts a system and process for connectivity 
the parallel virtual links are added when determining the aware virtual network embedding ; 
conflicting set for each virtual link . FIG . 2 depicts a method for connectivity - aware virtual 

In accordance with a further embodiment of the system , network embedding ; 
augmenting the virtual network definition and determining FIG . 3 depicts functional components for connectivity 
the conflicting set comprises : selecting an initial virtual node 15 aware virtual network embedding ; 
as a protected component ; selecting a virtual node outside of FIG . 4 depicts a method of determining a virtual network 
the protected component having a virtual link to a virtual mapping according to connectivity - aware virtual network 
node inside the protected component ; attempting to deter - embedding ; 
mine k + 1 edge - disjoint shortest paths from the protected FIG . 5 depicts a method for pre - processing of virtual 
component to the selected virtual node ; if k + 1 edge - disjoint 20 network definitions : 
shortest paths are determined : adding the selected virtual FIG . 6 depicts a link augmentation process ; 
node to the protected component ; updating the conflicting FIG . 7 depicts determining a conflicting set ; 
set of the virtual link between the selected virtual node and FIG . 8 depicts embedding a k - protected virtual network 
the virtual node inside the protected component to include on a physical network ; 
all virtual links in the k + 1 edge - disjoint shortest paths ; and 25 FIG . 9 depicts a heuristic method for mapping an aug 
removing all of the virtual links in the k + l edge - disjoint m ented virtual network definition to a physical network ; 
shortest paths from further consideration in augmenting the FIGS . 10 and 11 depict embedding costs for different 
virtual network definition and determining the conflicting small scale virtual network and physical network sizes ; 
set ; if k + 1 edge - disjoint shortest paths are not determined : FIGS . 12 and 13 depict execution times in logarithmic 
adding n parallel virtual links between the selected virtual 30 scale for different small scale virtual network and physical 
node and the virtual node inside the protected component to network sizes ; 
provide k + 1 edge - disjoint shortest paths , where n = k + 1 - FIG . 14 depicts embedding cost by varying virtual net 
( number of determined edge - disjoint shortest paths ) ; adding work sizes on physical networks ; 
the selected virtual node to the protected component ; updat - FIGS . 15 and 16 depict embedding cost for virtual net 
ing the conflicting set of the virtual link between the selected 35 work and physical network topologies with different link 
virtual node and the virtual node inside the protected com - to - node ratios ; 
ponent to include all virtual links in the determined edge - FIG . 17 depicts the execution times for S - CoViNE and 
disjoint shortest paths and the n parallel virtual links ; D - CoViNE embedding algorithms ; 
removing all of the virtual links in the determined edge - FIGS . 18 and 19 depict the percentage of restored band 
disjoint shortest paths and the n parallel virtual links from 40 width for single and double failure scenarios ; and 
further consideration in augmenting the virtual network FIGS . 20 and 21 depict the overhead for ensuring con 
definition and determining the conflicting set ; and selecting nectivity in terms of embedding cost and number of aug 
a next virtual node outside of the protected component mented virtual links . 
having a virtual link to a virtual node inside the protected 
component . 45 DETAILED DESCRIPTION 

In accordance with a further embodiment of the system , 
determining the conflicting set for each one of the virtual connectivity - aware virtual network embedding 
links comprises determining the conflicting set for each one approach described below may maintain connectivity of the 
of the virtual links using an optimal cut - set approach . virtual network in the event of a number of link failures in 

In accordance with a further embodiment of the system , 50 a substrate , or physical , network . For any virtual network 
determining the embedding comprises using an integer configuration it should be considered that over the life of the 
linear programming ( ILP ) formulation to determine the virtual network , substrate network resources may fail . It is 
embedding . desirable that failures of components in the substrate net 

In accordance with a further embodiment of the system , work do not affect the ability of the virtual network to 
determining the embedding comprises using a heuristic 55 maintain connectivity . For example if one link failure in the 
approach to determine the embedding . substrate network results in multiple virtual link failures in 

In accordance with a further embodiment of the system , the embedded virtual network , the connectivity of the virtual 
the heuristic approach comprises : sorting in decreasing order network may be lost . It may be possible to over - provision 
the virtual nodes according to a sum of conflicting set size the virtual network on the substrate network such that even 
of each virtual link incident upon the respective virtual node ; 60 if a substrate network component fails , all of the virtual links 
mapping virtual nodes and virtual links of the virtual net - can be maintained . Such over - provisioning may increase 
work definition to the physical network beginning with the costs for maintaining and operating the physical infrastruc 
virtual nodes having the largest sum of conflicting set size . ture as more physical components are required to provide 

In accordance with a further embodiment of the system , the over - provisioning . Alternatively , it may be possible to 
each virtual link incident upon a virtual node is mapped to 65 find a virtual network embedding that can maintain the 
the physical network in a decreasing order of the conflicting overall virtual network connectivity in the presence of one 
set size of each one of the virtual links . or more substrate link failures . 
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Finding a virtual network embedding that can survive A virtual network 114 may be implemented on a physical 
substrate network node and / or link failures is termed herein network 116 . As depicted , the virtual network 114 comprises 
“ a survivable virtual network embedding problem ” . One four virtual nodes 1 , 2 , 3 , 4 , identified by a number in a 
approach for survivable virtual network embedding is to circle , and four virtual links labelled as A , B , C , D . In the 
allocate redundant bandwidth for each virtual link , or 5 virtual network , connectivity may be maintained in the event 
selected virtual links requiring redundancy , which may be of a single virtual link failure . For example , if virtual link A 
done proactively while computing the mapping . In contrast fails , virtual node 1 may still communicate with virtual node 
to allocating redundant bandwidth , connectivity - aware vir - 2 over the path of virtual links D - C - B . The virtual network 
tual network embedding attempts to provide a virtual net - embedding functionality 110 may determine a mapping of 
work embedding that ensures connectivity in a virtual net - 10 the virtual network 114 to available physical resources of the 
work topology in the presence of one or more substrate link physical network 116 . A first illustrative virtual network 
failures . The desired amount of protection against link embedding 118 is depicted that is not connectivity - aware 
failures can vary . For example , one virtual network may be and does not maintain connectivity in the event of a single 
embedded in a manner that maintains connectivity in the substrate link failure . Each virtual node 1 , 2 , 3 , 4 is embed 
event of a single substrate link failure , while a second virtual 15 ded on a separate physical node . Each virtual link is pro 
network may be embedded in a manner that maintains vided by one or more physical links . In particular , virtual 
connectivity in the event of two substrate link failures . link A is provided by the physical links 120 and 122 , along 
Because such an embedding does not protect each virtual with the intervening physical node . Virtual link D is pro 
link with dedicated backup in the substrate network , some vided by physical links 120 and 130 , along with the inter 
substrate link failures will result in virtual link failures in the 20 vening physical node . As depicted , virtual links B and Care 
virtual network . However , the virtual network embedding provided on separate respective physical links 124 and 126 . 
may maintain the virtual network connectivity , and as such If one of the physical links 124 , 126 fails , only one virtual 
the virtual network operator can reroute traffic from failed link will fail and connectivity will be maintained . However , 
virtual links based on customer priority using , for example , as depicted virtual link A and virtual link D are both 
the OPENFLOWTM protocol standard of the Open Network - 25 embedded on the same physical link 120 . Accordingly , if the 
ing Foundation . Compared to provisioning virtual links with physical link 120 fails , both virtual links A and D will fail , 
backup in the physical layer , the connectivity - aware virtual and connectivity of node 1 to the rest of the virtual network 
network embedding can reduce resource overhead in the will be lost . Therefore , the virtual network embedding 118 
substrate network . is not 1 - protected . 
As described further below , it may be possible to provide 30 FIG . 1 further depicts a second virtual network embed 

a k - protected virtual network embedding , which is a virtual ding 132 that is connectivity aware and maintains the 
network embedding that maintains connectivity in the event connectivity of the virtual network in the event of a single 
of k substrate network link failures . Such multiple link physical link failure . As depicted , each virtual link A , B , C , 
failure may not be a rare event in large transport networks . D is mapped to a separate disjoint physical link , so that a 
Repairing a failed link , for example as a result of a cut or 35 single physical link failure will only result in a single virtual 
damaged fiber , may take a long time . The probability of a link failure , and network connectivity can be maintained . In 
second , concurrent link failure is not negligible given the contrast to the first virtual network embedding 118 in which 
high Mean - Time - to - Repair ( MTTR ) . Further , some inter - virtual links A and D are embedded on the same physical 
datacenter links destined to different geographical locations link 120 , the second virtual network embedding 132 embeds 
may be physically routed together for some distance , and a 40 virtual links A and D on separate physical links 120 , 134 
backhaul failure may cause multiple physical links to fail . respectively . 

FIG . 1 depicts a system and process for connectivity . The connectivity - aware second virtual network embed 
aware virtual network embedding . The system may com - ding 132 described above is a simple virtual network embed 
prise one or more computing devices , represented as a single ding , with the virtual network surviving only a single link 
server 100 . Although depicted as a single server , the system 45 failure and the number of virtual nodes and virtual links 
may be implemented as one or more real or virtual servers . being relatively low . As the desired number of survivable 
Regardless of the particular implementation , the server 100 link failures increases to two or more , and the number of 
includes a processing unit 102 for executing instructions and nodes increases , for example to 10 , 20 , 50 or more , the 
a memory 104 for storing instructions , as well as data . The complexity of providing a mapping that ensures the desired 
server 100 may further comprise non - volatile storage 106 50 connectivity increases rapidly . The physical network will 
for providing storage of both instructions and data for long typically not have enough resources to provide two unique 
periods of time . Further , the server may include one or more physical links for each virtual link . The connectivity - aware 
input / output interfaces 108 that allow the server to interact virtual network embedding described herein can determine 
with users and / or other systems . For example , the I / O a mapping of a virtual network that can maintain connec 
interfaces 108 or devices may include keyboards , mice , 55 tivity in the event of two or more physical link failures , even 
monitors , network interfaces , etc . The instructions stored in as both physical and virtual network sizes scale upwards . 
memory configure the server 100 to provide virtual network Although FIG . 1 depicts the virtual network and physical 
embedding functionality 110 and virtual network provision networks visually , as the number of virtual and physical 
ing functionality 112 . Broadly , the virtual network embed - nodes / links increases , it becomes difficult to provide mean 
ding functionality 110 receives a virtual network definition , 60 ingful visual representations . Accordingly , graph notation 
which may comprise the desired connectivity topology , and techniques are used when describing the connectivity 
constraints on where virtual nodes can be embedded , as well aware virtual network embedding , which is intended to 
as bandwidth requirements for each link , and determines a function with a large number of nodes and two or more link 
mapping of the virtual network to the physical network , or failures . 
substrate network , that satisfies the constraints . Once the 65 A physical network may be described by an undirected 
mapping is determined , the mapping may be used to imple - graph G = ( V , E ) , where V represents the set of physical nodes 
ment the virtual network within the physical network . ( switches / routers ) and E represents physical links . The set of 
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neighbors of a physical node uEV is denoted by N ( u ) . The at least k + 1 edge - disjoint paths in G . In order to embed the 
bandwidth capacity of a particular physical link ( u , v ) EE is virtual links , the method determines a conflicting set for 
denoted by buy , and the cost for allocating one unit of each virtual link at step 202 . Each conflicting set comprises 
bandwidth in ( u , v ) is Cuv . A path between two physical one or more virtual links of the virtual network that must be 
nodes u , and v , may comprise one or more physical links and 5 embedded on disjoint paths in the physical network to 
is denoted by Quv . maintain connectivity of the virtual network in the presence 

A virtual network may be represented as an undirected of k physical link failures . 
graph G = ( V , E ) , where V and E are sets of virtual nodes and Once the conflicting sets have been determined , the 
virtual links , respectively . The neighbor of a virtual node is virtual network is embedded onto the physical network at 
denoted by N ( u ) . Each of the virtual links ( U , VEE may have 10 step 204 so that each of the plurality virtual links in each 
a particular bandwidth requirement denoted by bzw . Each conflicting set are embedded on disjoint paths of the physi 
virtual node uEV has an associated location constraint cal network . When embedding the virtual network , each 
L ( U ) CV , that denotes the set of physical nodes where ? may virtual link that is in the same conflicting set is embedded 
be embedded . pi is a single path between the virtual nodes onto disjoint physical paths within the substrate network . 
u and y and Puv is a set of edge - disjoint paths between ? and 15 Virtual links that are not in the same conflicting set may be 

embedded along the same physical path , or a portion of the 
As described further below , a received virtual network same physical path . 

may need to be augmented with additional virtual links in FIG . 3 depicts functional components for connectivity 
order to provide a k - protected virtual network . The k - pro aware virtual network embedding functionality . As depicted , 
tected virtual network may be represented by G = ( V , E ) , 20 the connectivity - aware virtual network embedding function 
where V = V , and E = EU? , where Ê is a set of virtual links ality 110 , described above with reference to FIG . 1 , may 
that have been added to the virtual network definition in include link augmentation functionality 302 for augmenting 
order to provide the desired k - protection . A k - protected a virtual network to a k - protected virtual network , conflict 
component of G is a multi - graph G = ( Vz , El . ) , where Vic ing set determination functionality 304 for determining 
V , E = E , UÊ , ECE , Ê , CE and ? , is a set of virtual links 25 conflicting sets for virtual links and virtual network embed 
augmented in such a way that simultaneous removal of k ding functionality 306 for embedding the augmented virtual 
arbitrate virtual links in G does not partition G . network using the conflicting sets . Although depicted visu 

A k - protected component G of a virtual network may be ally as separate functional components , it is possible for the 
expanded by adding a virtual node û to ? where ûEÑVE functionality to be combined together . For example , the link 
and SûEVK , WEN ( û ) . An expansion operator O may be 30 augmentation provided by the link augmentation function 
defined as G?Ow = ( V U { W } , EZU { û , ûlûEVk , ûENû ) } ) . A ality 302 and the determination of the conflicting set pro 
set of edge - disjoint shortest paths between a protected vided by the conflicting set determination functionality 304 
component Gk and a virtual node ûEVVE is defined as may occur at the same time or be part of the same functional 
D Go = { p ; # v } where Ñ EV , and all p , to terminate in the first component , so that as a link is augmented , the conflicting set 
encountered virtual node within V , that is the only virtual 35 is determined or updated . The details of each of the com 
node from V that is on p : io is Ñ . ponents are described further below . 
As described further below , in determining a connectivity FIG . 4 depicts a method 400 of determining a virtual 

aware virtual network embedding , a conflicting set is deter - network mapping according to connectivity - aware virtual 
mined for each virtual link . Two virtual links are considered network embedding . The method 400 receives a virtual 
as conflicting if they must be embedded on edge - disjoint 40 network definition in a step 402 and pre - processes the virtual 
substrate paths in order to ensure k + 1 edge connectivity . A network definition in a next step 404 . The pre - processing 
conflicting set , denoted by xüv , of a virtual link ( , û ) is the step 404 may augment the received virtual network , if 
set of virtual links in E that are conflicting with virtual link necessary , in order to provide a k - protected virtual network 
( Û , Û ) . A conflicting set of a virtual network G , denoted by if the received virtual network is not already k - protected . In 
yG is defined as yo = UyUJEÊX " . 45 addition to augmenting the virtual network if necessary , the 

FIG . 2 depicts a method 200 for embedding a virtual pre - processing step 404 also determines a conflicting link set 
network . Embedding a virtual network G = V , E ) with loca - for each virtual link . The k - protected virtual network defi 
tion constraints L ( u ) for all uEV onto a physical network nition is mapped to the physical network using the conflict 
G = ( V , E ) provides a function f : V » V that maps every ing link sets in a step 406 . The conflicting link sets may be 
virtual node to a physical node while satisfying the location 50 satisfied by mapping each virtual link in the same conflicting 
constraint without any overlap . The embedding provides a link set to disjoint paths in the physical network . Once the 
function g : E - > 2 that maps each virtual link to a substrate mapping is completed , the physical network may be con 
path with sufficient bandwidth capacity and ensures the figured according to the mapping in a step 408 . 
connectivity in G in the presence of k physical link failures As described above , the connectivity - aware virtual net 
in G while minimizing the total cost of embedding in terms 55 work embedding may be viewed as having two phases . The 
of bandwidth consumption . first phase may be considered a pre - processing phase , during 

The method 200 assumes that the requested virtual net which the requested virtual network is augmented with 
work is k - protected . If the virtual network is not k - protected , parallel links as necessary to ensure each virtual node has at 
the virtual network may be augmented in order to be least k + 1 virtual links for k - link failure survivability . For 
k - protected . A k - protected virtual network G = ( V , E ) can 60 example , to survive 2 simultaneous link failures in the 
maintain connectivity between nodes in the event of k link substrate network , each virtual node requires at least 3 
failures . In order to remain connected in presence of k link virtual links . Accordingly , if a virtual node only has 2 
failures in the physical network , the embedding algorithm incident virtual links , a 3rd virtual link will be added . The 
must ensure k + 1 edge connectivity between physical nodes pre - processing also generates conflicting sets for each of the 
fû ) and fû ) for every pair of virtual nodes ûEV and ûEV 65 virtual links . A conflicting set is a set of conflicting links for 
of the k - protected virtual network G . This can be achieved a virtual link . Two virtual links may be considered conflict 
if the virtual links of every edge - cut in ? are embedded on ing links if they must be embedded on edge disjoint substrate 
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paths in order to ensure k + 1 edge connectivity . That is , 604c that are parallel to existing virtual links so that a 
conflicting links cannot share a physical link in their embed resulting augmented virtual network 606 is 3 - edge con 
dings . nected , that is each virtual node has at least 3 virtual links . 

FIG . 5 depicts a method 500 for pre - processing of virtual FIG . 7 depicts determining a conflicting set . As depicted 
network definitions . The method 500 receives a virtual 5 the conflicting set determination functionality 304 may 
network definition in a step 502 and selects an initial virtual receive an augmented virtual network definition 702 and 
node as a protected component in a step 504 . The selection provide a conflicting set 704 of all of the conflicting links for 
of the initial virtual node may be done arbitrarily . Once the each of the virtual links . Although depicted as proceeding protected component is initialized , a virtual node outside of separately from the link augmentation , as described further the protected component that has an edge to a virtual node 10 below , the conflicting set determination may be done as the within the protected component is selected in a step 506 and parallel virtual links are added . the number of disjoint paths , if any , from the selected virtual As depicted in FIGS . 6 and 7 , the link augmentation node to the protected component , or more particularly to any process may be performed prior to determining conflicting 
virtual node within the protected component , is determined link sets of the virtual links . The link augmentation and 
in a step 508 . The selected virtual node may then be 15 conflicting link set determination may be performed augmented with parallel virtual links to provide k - protection together . A heuristic function may be used to compute in a step 510 . The number of disjoint paths , including the conflicting link sets for virtual links present in a spanning edge from the virtual node to the protected component and tree of the virtual network G in a reasonable amount of time . any parallel virtual links , must be greater than or equal to In addition to computing the conflicting link sets , the heu k + 1 . Once the parallel links are added , if required , the 20 de 20 ristic function also performs link augmentation to ensure conflicting links set of the edge , the conflicting links set of that G is k - protected . One particular implementation of the any augmented virtual links , and the conflicting links set of heuristic function , referred to as COMPUTE - CONFLICTING - SETS , all the virtual links in the disjoint paths are updated in a step is detailed in pseudo - code below . It will be appreciated that 512 . Once the conflicting link sets have been updated , the the link augmentation and conflicting set determination may 
selected virtual node is moved to within the protected 25 23 be achieved by other implementations . component in a step 514 . It is determined whether there are 
more edges to virtual nodes outside the protected component 

in a step 516 and if there are , ( Yes at step 516 ) a next virtual 01 : function COMPUTE - CONFLICTING - SETS ( G ) 
node is selected in a step 506 . If there are no further edges 02 : V ( u , v ) E ? : 7 " , Q = 0 
( No at step 516 ) , the augmented virtual network definition , 30 03 : v E V : ? ; = ( { v } , 0 ) / / v is an arbitrary virtual node 

04 : ENQUEUE ( Q , V ) which includes the virtual network definition with the added 05 : while Q is not empty do parallel virtual links , along with the conflicting sets , may be 06 : ? < DEQUEUE ( Q ) 
returned in a step 518 and used for subsequent configuration 07 : for all y EN ( ? ) and 7 € ?i do 
of the physical network . 08 : P @ COMPUTE - EDSPG , ?I , ? , v , k + 1 ) 
Once the links have been augmented and conflicting sets 35 09 : for i = 1 ? ( k + 1 - PGkül ) do 

? EU ( u , v ) ' , P ?k? - U ( ? , vi determined , the augmented k - protected virtual network may 11 : end for 
be embedded onto the physical network . The embedding 12 : V ( x , y ) Ep ; GT , p , G E P ?kv : 
may be done using an integer linear programming ( ILP ) 13 : Xatychy U { ( s , T ) Epok Ip , G E P Glü ni + i } 
approach or a heuristic approach . Regardless , the embedding ?E?KO v 

15 : ENQUEUE ( Q , V ) computes the virtual node embeddings that satisfy location 40 16 : end for 
constraints and computes the virtual link embedding so that 17 : end while 
a virtual link and any other virtual link present in its 18 : return xa 
conflicting set are embedded on disjoint paths . 19 : end function 

In order to survive k physical link failures , a virtual 
network must be k + 1 edge connected . That is , for every 45 The function begins with a k - protected component ?k 
node , there must be at least k + 1 links . This is evident in the containing an arbitrary virtual node UEV . The function tries 
virtual network of FIG . 1 , which can survive a single link to repeatedly add all of the neighbors of u , VEN ( u ) to the 
failure , and as such each node has two links . Similarly , in protected component Gk until all of the virtual nodes of G 
order to survive two arbitrary link failures , each virtual node have been added to the protected component Gr . As 
requires at least three virtual links . However , not all virtual 50 described above , a k - protected component of G is a multi 
networks may have the required number of virtual links for graph G = ( V . , Ex ) such that G remains connected in the 
each virtual node . Accordingly , the virtual network embed presence of up to k physical link failures . For each neigh 
ding augments the virtual network with additional virtual boring virtual node 7 , the function computes k + 1 edge 
links . Although other techniques of adding links are pos disjoint shortest paths ( EDSPs ) , denoted P Gk ' , between the 
sible , such as randomly augmenting links to provide the 55 k - protected component G and the currently selected virtual 
required connectivity , the connectivity - aware virtual net node v . 
work embedding described herein uses parallel virtual links The EDSPs may be calculated in various ways . For 
for augmenting the virtual network . Although parallel virtual example , the EDSPs could be calculated by a function 
link augmentation may not be minimal in terms of resource COMPUTE - EDSP that initially adds the virtual link ( u , v ) to 
usage , it does not change the virtual network topology , 60 P XV as the first shortest path p . 4 * * . The function may then 
which can be desirable from the perspective of the virtual use a shortest path algorithm , such as Dijkstra ' s shortest path 
network user or administrator . algorithm , to compute up to k additional shortest paths p : 64 

FIG . 6 depicts a link augmentation process . As depicted , for i = 2 to k + 1 , where p ; G * ® is the ith shortest path between ?K 
the link augmentation functionality 302 may receive a and Û . After each shortest path p . 04 is computed , all of the 
virtual network description 602 . The depicted requested 65 virtual links present in p : c2V are removed from G in order to 
virtual network is 2 - edge connected . The link augmentation ensure the edge - disjointness of subsequent paths . COMPUTE 
functionality 302 adds additional virtual links 604a , 604b , EDSP returns up to k + 1 EDSPs . If the number of EDSPs 

10 : 

14 : 
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Sino otherwise . 

??  ? 

?? 

returned by COMPUTE - EDSP is less than k + 1 , the COMPUTE The following decision variable represents the virtual 
CONFLICTING - Sets function adds k + 1 - PP GXP parallel vir - node mapping : 
tual links between û and û . The ith parallel link is denoted by 
( ú , ) ' and provides the ( P P GKV D + i ) th EDSP between the 
protected component Gt and û . Once the links have been 5 ( 1 if û E Û is mapped to u EV , augmented , the conflicting sets of the virtual links are 
updated . The conflicting set xty for each virtual link ( î , û ) in 
each one of the k + 1 shortest paths p ; GHEP GXV are updated 
with each virtual link ( s , t ) from the other shortest paths Constraints p . GHED GXP / izj . Once the conflicting sets are updated , the 10 Types of constraints include link mapping constraints , protected component is expanded , ? = ?OV , in order to node mapping constraints , and disjointness constraints . include the selected virtual node and the processing repeats Link Mapping Constraints : with selection of a virtual node outside of the protected 
component . VÛ , DEE : Zviert würz1 

In general , there are three cases for parallel virtual link 15 augmentation regardless of the number of link failures that V ( u , v ) EE : Eylü , ) EÉXuv " Vxbûysbuv 
may need to be survived . One case is that there are enough 
disjoint paths to provide the desired link failure protection VÛ , VEM , VUEV : Evven ( u ) ( xqv?v = Xvin ) = Yau - You 
and so no additional parallel links need to be added . In order Every virtual link is mapped to a non - empty set of 
to provide protection against k simultaneous substrate link 30 physical links by equation ( 1 ) . Equation ( 1 ) also ensures that 
failures , at least k + 1 disjoint paths are required . The second no virtual link is left unmapped . It is also necessary to ensure 
case is that there is at least one disjoint path , but not enough that the resources of the physical links are not over - com 
to provide the desired protection in which case one or more , mitted , which is provided by equation ( 2 ) . Finally , equation 
but less than k + 1 , parallel virtual links need to added . The ( 3 ) makes sure that the in - flow and out - flow of each physical 
third case is that there are no disjoint paths between the 25 node is equal except at the nodes where the endpoints of a 
virtual node and the protected component in which case k virtual link are mapped . This flow conservation constraint 
parallel virtual links need to be added in order to provide ensures a continuous path between the mapped endpoints of 
protection against k link failures in the substrate . a virtual link . 

Once the link augmentation and conflicting link set deter - Node Mapping Constraints : 
mination has completed , the virtual network , or more par - 30 30 ticularly , the augmented k - protected virtual network may be VWEP , VUEV : yauslau 
embedded on the physical network . where : 

FIG . 8 depicts embedding a k - protected virtual network . 
As depicted , the embedding functionality 306 may receive 
the augmented virtual network definition 606 , which may of ( i if û e û can be provisioned on u E V 
have been augmented from a requested virtual network , and lau = { otherwise 
the conflicting link sets 704 that are to be embedded on a 
physical substrate network described by a physical network VueV : You < 1 
topology 804 . Additional constraints 802 may also be speci 
fied , such as bandwidth requirements of links , cost functions an 
of different links , as well as location constraints specifying 
constraints on where a virtual node can be embedded . The A virtual node should be mapped to exactly one node in 
embedding functionality 306 determines a mapping 806 the physical network according to the given location con 
from the augmented virtual network definition 606 to the straints of equation ® ) , which is ensured by equation ( 4 ) . 
physical network topology 804 that satisfies the constraints . Equation ( 6 ) ensures that a physical node does not host more 
In particular , the embedding satisfies the constraints 45 than one virtual node from the same virtual network request . 
imposed by the conflicting link sets 704 , which requires that Disjointness Constraints : 
all virtual links in the same conflicting link set are embedded The disjointness constraint requires that each virtual link 
on disjoint paths in the physical substrate network . in a conflicting link set does not share a physical link in the 

The embedding may be done using an integer linear substrate network . This requirement is ensured by : 
programming ( ILP ) approach that minimizes the total cost of V ( u , v ) EE , VÛ , V ) EÊ , V ( a , b ) Ext " : link embedding . The ILP formulation provides a number of 
decision variables , constraints and an objective function . xâ + 3 , 3 + x ^ + , 4 * 31 
Minimizing the objective function provides the virtual net Objective Function work embedding . The decision variables , constraints and 55 It is desired to minimize the cost of provisioning band objective function are described in the following . width on the physical links . The cost associated with pro Decision Variables visioning a unit of bandwidth on a physical link ( u , v ) is Cuv . A virtual link is mapped to a non - empty set of physical Accordingly , the following objective function will provide a links creating a physical path . The following decision vari solution for the embedding . able is introduced to indicate the mapping between a virtual a 
link ( î , û ) EE and a physical link ( u , v ) EE . minimize ( { v ( , 9 ££y ( u , vetu , xCqwxbav ) 

Although the above ILP formulation will provide an 
optimal embedding of the protected virtual network , the 

ii ?i if ( û , ü ) e Ê is mapped to ( u , v ) € E , computational complexity , and consequently the time 
lo otherwise . 65 required to determine the optimal embedding , may be pro 

hibitive . A heuristic approach may be used to provide an 
acceptable solution in an acceptable amount of time , while 

HEV 
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( 7 ) 

60 



13 

13 

US 9 , 813 , 287 B2 
14 

satisfying the constraint that a virtual link and any other - continued 
virtual link present in its conflicting set cannot share a 
physical link for their mapping . 09 : P [ ( u , v ) ] — VLINK - MAP ( G , G , ( , û ) ) 

10 : if Eyee cost ( P [ û , ) ] ) is minimum then FIG . 9 depicts a heuristic method 900 for mapping the ME P , Candidate 1 augmented virtual network definition to a physical network . 5 end if 
Although the ILP embedding may provide an optimal f ( ú ) + Ø and Víû , ? ) Ee g ( û , û ) 0 

14 : embedding , its performance does not scale well with the size end for 
15 : if Candidate = Ø then of the virtual network and physical network . In order to 16 : add mapping from û to Candidate in f 

provide acceptable performance as network size , both the V? , ) Ee and flû ) + Ø and flû ) Ø : 
size of the requested virtual network and the physical 10 add mapping from ( û , ) to M [ ( û , ) ] in g 

19 : else 
substrate network , increases , a heuristic embedding 20 : return No Solution Found 
approach may be used . The heuristic method 900 can end if 
provide an embedding that is acceptably close to the optimal 22 : end for 

23 : return { f , g } embedding , while running in a relatively short amount of 24 : end function time even for large network sizes . 
The heuristic method 900 for the connectivity aware 

virtual network embedding may begin by a step 902 of The following pseudo - code listing provides one possible 

sorting the virtual nodes into a sorted list V , in terms of the implementation of the function VLINK - MAP called by the 
sum of conflicting link set sizes associated with the virtual 20 VN - EMBEDDING function . 
links incident upon each virtual node . Since the conflicting 
link sets present constraints on the physical implementation , 01 : function VLINK - MAP ( G , ? , ( î , û ) ) it may be beneficial to map the virtual links with the largest 02 : pvc 
conflicting sets first , that is the most conflicted virtual links 03 : V ( ? , t ) Excell : 
are embedded first . The heuristic method 900 iterates over 25 04 : E = E - { ( a , b ) E El? , Î ) is mapped to ( a , b } 05 : if ffû ) + Ø A f ( ? ) + Ø then all of the nodes in the ordered list of virtual nodes . For each 06 : Dijkstra - Shortest - Path ( G , flû ) ) 
iteration , the most conflicted virtual node û in the sorted list 07 : W ) < Shortest cost path from f ( ll ) to flû ) in G 
is selected in a step 904 , and for each physical node x that 08 : else if f ( a ) = Ø1 f ( Ý ) + Ø s . t . Ê , û E { î , û } , û = Ê then 
the selected virtual node can be mapped to , which is 09 : Dijkstra - Shortest - Path ( G , flû ) ) 

10 : Om Shortest cost path from L ( a ) to flý ) in G1 provided by the virtual node ' s location constraint set , the 30 11 : end if virtual node û is temporarily mapped to x in a step 906 . With 12 : if Qü ) + Ø then 
û temporarily mapped to x , the virtual links ( û , û ) in Ê are 13 : Temporarily add mapping from ( î , û ) to gro ) in g 
mapped to physical paths in the substrate network in a step 14 : end if 

15 : return OfWX ) 908 , for example using a virtual link mapping function . The 16 : end function cost of the virtual link mapping is determined and compared 35 - 
to a current minimum mapping cost , and the minimum 
mapping cost is updated if the current mapping has a lower The VLINK - Map function computes two functions , f and g 
cost . The node mapping Xmin having the lowest cost is for mapping all the virtual nodes and virtual links of ? in a 
tracked for the virtual link mapping for each temporary coordinated manner . As there is no cost associated with 
mapping of û to each possible physical node location x . 40 virtual node mapping , a virtual link mapping that minimizes 
Once all of the possible locations have been mapped , and the total cost determines the virtual node mapping . The VLINK 
associated link mapping costs determined , the node mapping ng Map function first sorts the virtual nodes ûE? in decreasing Xmin having the lowest cost is selected in a step 910 and is order of the sum of conflicting set ' s sizes for each virtual permanently mapped to the virtual node û in a step 912 . The 
virtual link ( û , û ) is mapped in a step 914 to the previously - 45 mm link incident on û . This sorted list of virtual nodes is 
computed physical path for the mapping Xmin if both termi - represented by V . Since a virtual node having virtual links 
nating virtual nodes û and û of the virtual link have already with larger conflicting sets becomes too constrained to be 
been permanently mapped to a physical node . The virtual mapped to a suitable physical node in the substrate network , 
node û is removed from the sorted list ? in a step 916 and , the function tries to map virtual nodes in the order of ? . 
if there are no more virtual nodes to be mapped ( No at 918 ) , 50 For each virtual node ûE , the VN - EMBEDDING function the mapping may be returned in a step 920 . If there are 
additional nodes ( Yes at 918 ) the most conflicted node of the searches for an unallocated physical node in virtual node û ' s 
remaining nodes in the sorted list may be selected and the location constraint set , Lû ) , which yields a feasible map 
process repeated . ping while minimizing the cost . The inner loop in the 

The heuristic method 900 may be implemented in numer - 55 VLINK - MAP function ( Lines 5 - 14 ) maps a virtual node û 
ous different ways . One possible pseudo code implementa temporarily to a physical node , 1EL ( û ) , and tries to embed 

tion of the heuristic method 900 is provided below . all the virtual links incident to û . The VLINK - MAP function is 
invoked to find the mapping for each such virtual link . The 
virtual links incident to û are processed in the decreasing 

01 : function VN - EMBEDDING ( G , ? ) 60 order of their conflicting sets ' sizes , as the substrate paths 
02 : 0 < - Sort û E Ô in decreasing order of Evenú need to satisfy disjointness constraint enforced by the con 
03 : for all û EV do flicting sets . The VN - EMBEDDING function finally embeds the 
04 : Candidate 0 virtual node û to the physical node 1 that leads to a feasible 05 : for all 1 EL û ) do 

Temporarily add mapping from û to 1 in f 06 : mapping for all the virtual links incident to û and yields the 
07 : Es - Sort ( û , ) E Ê in decreasing order of lyri 65 minimum embedding cost . The VN - EMBEDDING function 
08 : Vû , ) E e such that g ( Û , ) = Ø : fails , if no such feasible 1 is found for a û . Once a virtual 

node û has been finally mapped , the VN - EMBEDDING function 
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creates the final mapping for only those virtual links incident The following table summarizes the different scenarios and 
to û whose both endpoints are already finally mapped ( Line parameters used as well as the particular FIGS . depicting the 
17 - 18 ) . The mappings of other virtual links incident on û are associated results . 
finalized when their unmapped endpoints are finally 
mapped . The VN - EMBEDDING function terminates after all the 5 TABLE 2 
virtual nodes and virtual links of ? have been finally Table of simulation parameters mapped . 

The VLINK - MAP function , which is invoked by the VN Physical Physical Virtual Virtual 
EMBEDDING function , finds the mapping of a virtual link ( î , û ) . Scenario FIG . Nodes Links Nodes Links 

The function removes all the physical links used by the Small 10 , 11 150 310 4 - 20 5 - 37 
mapping of all the virtual links in xuý to satisfy the disjoint Scale 12 , 13 105 - 494 10 17 - 24 

ness constraint ( Line 3 - 4 ) . Then , a mapping for ( î , û ) is Large 500 14 , 15 2017 10 - 100 21 - 285 
Scale 4023 10 21 - 285 computed considering either of the following two cases : ( i ) 500 2017 10 11 - 31 

both endpoints of ( û , û ) have already been mapped to some 15 1000 4023 11 - 31 
physical nodes f ( u ) and fû ) , respectively . In this case , a 500 1000 - 2000 10 

minimum cost path Of ( u ) f ( ) between fû ) and flû ) in G is 150 310 computed . In the second case ( ii ) only û ( or û ) is mapped and 
the other endpoint ù ( or û ) has not been mapped . In this case , 
the Vlink - Map function computes the minimum cost path 20 FIGS . 10 and 11 depict embedding costs for different 
Qf ( u ) f ( * ) between flû ) ( or f ( ? ) ) and all possible locations of small scale virtual network and physical network sizes . 
the unmapped virtual node î ( or û ) using Dijkstra ' s shortest ViNE - ILP produces the lowest cost embedding , since it 
path algorithm on G that uses Cf ( a ) f ( b ) xbuv as the virtual link neither augments any parallel virtual links nor satisfies any 
mapping cost . After finding the minimum cost path , the disjointness constraint . The costs of embedding produced by 
Vlink - Map function temporarily maps ( û û ) to Of ( u ) f ( ) and 25 S - Cutset - ILP and S - COVINE - ILP lie very close to that of 
adds it to g ( Line 13 ) . ViNE - ILP . Since the virtual networks are 2 - edge connected 

The most computationally expensive step of the VN in this scenario , no parallel link augmentation is performed . 
Embedding function is the VLINK - MAP function , which The difference in SCutset - ILP and S - CoViNE - ILP is only 
invokes Dijkstra ' s shortest path algorithm on the physical due the variation of the disjointness computation methods . 
substrate network requiring O ( IEI + IVI log | VI ) time . Since 30 In contrast , S - CoViNE employs the heuristic approaches for 
the VLINK - MAP function is invoked O ( IV | | Lû ) | | N ( ) l ) times , disjointness computation and embedding , resulting in ~ 10 % 

higher cost than S - COVINE - ILP and - 15 % higher cost than the running time of the VN - EMBEDDING function becomes the cut set based optimal solution ( S - Cutset - ILP ) . Both O ( IV | | L ( û ) | | Nû ) | ( E [ + IVI log | VI ) ) . D - CoViNE - ILP and D - CoViNE incur ~ 30 % higher cost than As described above , the connectivity aware virtual net 35 single failure approaches , since they augment parallel virtual work embedding comprises a conflicting set determination links to ensure 3 - edge connectivity . In general , cost stage and an embedding stage . Each stage may be performed increases almost linearly with increase in physical network 
in different ways . The performance of different computation size for a fixed virtual network , and vice versa . strategies were compared . In particular the use of the heu - FIGS . 12 and 13 depict execution times in logarithmic 
ristic approach for determining the conflicting link sets was 40 scale for different small scale virtual network and physical 
compared to determining the conflicting link set as an network sizes , respectively . Execution times of S - CoViNE , 
optimal cut - set . For the embedding stage , an ILP approach that determines a 1 - protected embedding capable of surviv 
was compared to the heuristic approach described above . ing a single physical link failure , and D - CoViNE , that 
Further , failures against both single and double failures was determines a 2 - protected embedding capable of surviving a 
compared . Further , a baseline virtual network embedding 45 double physical link failure vary approximately linearly with 
with no protection against failures in the physical layer using virtual network or physical network sizes . When embedding 
a multi - commodity unsplittable flow ( MCUF ) ILP approach a virtual network of 18 virtual nodes on a 150 node physical 
was compared . The following table summarizes the different network . S - CoViNE - ILP and D - CoViNE - ILP take ~ 285 s 
algorithms compared . and ~ 456 s , respectively , which is significantly slower 

50 compared to the execution time of less than 1 second for 
TABLE 1 S - CoViNE and D - CoViNE . ViNE - ILP runs faster than 

S - COVINE - ILP and D - CoViNE - ILP , since it does not satisfy Table of compared embedding approaches any disjointness constraint while embedding . S - Cutset - ILP 
Notation Failures Disjointness Embedding is the slowest since it computes an optimal solution . 

S - CoViNE and D - CoViNE can scale with arbitrary virtual 
S - COVINE Single Heuristic Heuristic network and physical network sizes , whereas the ILP - based D - COVINE Double Heuristic Heuristic 
S - COVINE - ILP Single Heuristic ILP ( eq . 8 ) approaches can only scale up to 18 node virtual networks on 
D - COVINE - ILP Double ILP ( eq . 8 ) 150 node physical networks . Scalability of S - Cutset - ILP is 
S - Cutset - ILP Single Optimal cut - set the worst as it cannot scale beyond 10 node virtual networks 
VINE - ILP None None MCUF ILP 60 on a 150 node physical networks . The higher costs of 

S - CoViNE and D - CoViNE , compared to the corresponding 
The ILP models were implemented using IBMTM I LOG ILP based approaches , are compensated by their higher 

CPLEX C + + library . The simulations were performed on a scalability and faster execution time . 
server with a quad - core 3 . 4 GHz processor and 8 GB of FIG . 14 shows embedding cost by varying virtual network 
RAM . Both large and small scale network topologies were 65 sizes on physical networks of 500 ( S - CoViNE - SN - 500 and 
simulated . Virtual networks for the small scale scenario were D - CoViNE - SN - 500 ) and 1000 nodes ( S - CoViNE - SN - 1000 
2 - edge connected , as required by the cut - set based approach and D - CoViNE - SN - 1000 ) . FIGS . 15 and 16 show embed 

55 

Heuristic 
ILP 
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ding cost for virtual network and physical network topolo embedding the virtual network onto the physical network 
gies with different link - to - node ratios ( LNRs ) , respectively . so that each of the plurality virtual links in each 
In this scenario , embedding cost is mostly influenced by conflicting set are embedded on disjoint paths of the 
disjointness constraint and parallel virtual link augmenta physical network . 
tion . For double failure scenarios , augmentation cost domi - 5 2 . The method of claim 1 , further comprising augmenting 
nates for LNR52 . 4 , hence the initial decrease in embedding the virtual network definition by adding parallel virtual links 
cost . However for LNR > 2 . 4 , cost for ensuring the disjoint between virtual nodes so that each of the virtual nodes ness constraint dominates , which justifies the corresponding responding comprises at least k + 1 virtual links . increase in FIG . 15 . For S - CoViNE , disjointness constraint 3 . The method of claim 2 , wherein the parallel virtual dominates and embedding cost increases as higher number 10 links are added when determining the conflicting set for each of virtual links are embedded on the same physical network virtual link . for larger LNR . An increase in physical network LNR results 4 . The method of claim 3 , wherein augmenting the virtual into higher path diversity in physical network . S - CoViNE network definition and determining the conflicting set com and D - CoViNE exploit this path diversity by finding shorter 
paths while embedding a virtual link . This accounts for the 15 prise 
decrease in cost with an increase in physical network LNR . selecting an initial virtual node as a protected component ; 

FIG . 17 depict the execution times for S - CoViNE and selecting a virtual node outside of the protected compo 
D - COVINE , which increase with both virtual network and nent having a virtual link to a virtual node inside the 
physical network sizes . protected component ; 

In simulating the impact of failures , three different traffic 20 attempting to determine k + 1 edge - disjoint shortest paths 
classes were assumed , labeled as 1 ( highest priority ) , 2 and from the protected component to the selected virtual 
3 ( lowest priority ) demanding 20 % , 30 % , and 50 % of each node ; 
virtual link ' s bandwidth , respectively . Failures were handled if k + 1 edge - disjoint shortest paths are determined : 
by rerouting traffic in the affected virtual links along alter adding the selected virtual node to the protected com 
nate shortest paths in the virtual network . Bandwidth sharing 25 ponent ; 
along these paths follow fair sharing policy between traffic updating the conflicting set of the virtual link between 
from the same class and weighted fair sharing across dif the selected virtual node and the virtual node inside ferent traffic classes . the protected component to include all virtual links FIGS . 18 and 19 present the percentage of restored in the k + 1 edge - disjoint shortest paths ; and bandwidth for single and double failure scenarios , respec - 30 removing all of the virtual links in the k + 1 edge tively . FIGS . 20 and 21 present the overhead for ensuring disjoint shortest paths from further consideration in connectivity in terms of embedding cost and number of augmenting the virtual network definition and deter augmented virtual links , respectively . 

The above has described connectivity - aware virtual net mining the conflicting set ; 
work embedding . The embedding may allow a virtual net - 35 if k + 1 edge - disjoint shortest paths are not determined : 
work to be implemented that can sustain 2 , or more if adding n parallel virtual links between the selected 
desirable , physical link failures without losing connectivity virtual node and the virtual node inside the protected 
of the virtual network . The connectivity - aware virtual net component to provide k + 1 edge - disjoint shortest 
work embedding may provide fast execution even when a paths , where n = k + 1 - ( number of determined edge 
large number of virtual nodes and virtual links are present in 40 disjoint shortest paths ) ; 
the requested virtual network . In addition to providing a adding the selected virtual node to the protected com 
desirable mapping , i . e . one that can sustain multiple , i . e . k , ponent ; 
simultaneous physical link failures without partitioning the updating the conflicting set of the virtual link between 
virtual network , the speed and scalability of the heuristic the selected virtual node and the virtual node inside 
approach for the connectivity - aware virtual network embed - 45 the protected component to include all virtual links 
ding may be useful in providing other features such as in the determined edge - disjoint shortest paths and the 
real - time or near real - time provisioning of virtual networks n parallel virtual links ; and 
which may provide an improved user experience . Further removing all of the virtual links in the determined 
real - time or near - real time calculation of the mapping for edge - disjoint shortest paths and the n parallel virtual 
virtual networks may allow re - arrangement of existing vir - 50 links from further consideration in augmenting the 
tual networks to improve the physical resource efficiency . virtual network definition and determining the con 
Additionally , the virtual network embedding has been flicting set ; and 
described as being determined for an existing physical selecting a next virtual node outside of the protected 
network . It is possible to utilize the virtual network embed component having a virtual link to a virtual node inside 
ding to identify possible augmentations to existing physical 55 the protected component . 
infrastructure based on the determined mapping . 5 . The method of claim 1 , wherein determining the 
What is claimed is : conflicting set for each of the virtual links comprises deter 
1 . A method for embedding a virtual network definition mining the conflicting set for each of the virtual links using 

defining a virtual network comprising a plurality of virtual an optimal cut - set approach . 
nodes and a plurality of virtual links on a physical network , 60 6 . The method of claim 1 , wherein determining the 
the method comprising : embedding comprises using an integer linear programming 

determining a conflicting set for each virtual link of the ( ILP ) formulation to determine the embedding . 
virtual network definition , each conflicting set com 7 . The method of claim 1 , wherein determining the 
prising a plurality of virtual links of the virtual network embedding comprises using a heuristic approach to deter 
that must be embedded on disjoint paths in the physical 65 mine the embedding . 
network to maintain connectivity of the virtual network 8 . The method of claim 7 , wherein the heuristic approach 
in the presence of k physical link failures ; and comprises : 
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sorting in decreasing order the virtual nodes according to the protected component to include all virtual links 
a sum of conflicting set size of each virtual link incident in the k + 1 edge - disjoint shortest paths ; and 
upon the respective virtual node ; and removing all of the virtual links in the k + 1 edge 

mapping virtual nodes and virtual links of the virtual disjoint shortest paths from further consideration in 

network definition to the physical network beginning 5 augmenting the virtual network definition and deter 
with the virtual nodes having the largest sum of con mining the conflicting set ; 

if k + 1 edge - disjoint shortest paths are not determined : flicting set size . adding n parallel virtual links between the selected 9 . The method of claim 8 , wherein each virtual link virtual node and the virtual node inside the protected 
incident upon a virtual node is mapped to the physical component to provide k + 1 edge - disjoint shortest 
network in a decreasing order of the conflicting set size of paths , 
each one of the virtual links . where n = k + 1 - ( number of determined edge - disjoint 

10 . The method of claim 1 , further comprising receiving shortest paths ) ; 
the virtual network definition as a virtual network request for adding the selected virtual node to the protected com 
embedding onto a physical network . ponent ; 

11 . A system for embedding a virtual network comprising updating the conflicting set of the virtual link between 

a plurality of virtual nodes and a plurality of virtual links on the selected virtual node and the virtual node inside 
the protected component to include all virtual links a physical network , the system comprising : 

a processing unit for executing instructions ; and in the determined edge - disjoint shortest paths and the 
a memory unit for storing instructions , which when 20 n parallel virtual links ; and 

executed by the processor configure the system to removing all of the virtual links in the determined 
perform steps for : edge - disjoint shortest paths and the n parallel virtual 
determining a conflicting set for each virtual link of a links from further consideration in augmenting the 

virtual network definition defining the virtual net virtual network definition and determining the con 
work , each conflicting set comprising a plurality of 25 flicting set ; and 
virtual links of the virtual network that must be selecting a next virtual node outside of the protected 
embedded on disjoint paths in the physical network component having a virtual link to a virtual node inside 
to maintain connectivity of the virtual network in the the protected component . 

presence of k physical link failures ; and 15 . The system of claim 11 , wherein determining the 
embedding the virtual network onto the physical net - 30 conflicting set for each of the virtual links comprises deter 
work so that each of the plurality virtual links in each 30 mining the conflicting set for each of the virtual links using 
conflicting set are embedded on disjoint paths of the an optimal cut - set approach . 
physical network . 16 . The system of claim 11 , wherein determining the 

12 . The system of claim 11 . wherein the instructions 11 , wherein the instructions embedding comprises using an integer linear programming 
( ILP ) formulation to determine the embedding . configure the system to further perform steps for augmenting 35 

the virtual network definition by adding parallel virtual links 35 17 . The system of claim 11 , wherein determining the 
between virtual nodes so that each of the virtual nodes embedding comprises using a heuristic approach to deter 

mine the embedding . comprises at least k + 1 virtual links . 18 . The system of claim 13 . The system of claim 12 , wherein the parallel virtual 17 , wherein the heuristic 
links are added when determining the conflicting set for each 40 ap . he conflicting set for each approach comprises : 
virtual link . sorting in decreasing order the virtual nodes according to 

14 . The system of claim 13 , wherein augmenting the a sum of conflicting set size of each virtual link incident 
virtual network definition and determining the conflicting set upon the respective virtual node ; and 
comprises : mapping virtual nodes and virtual links of the virtual 

selecting an initial virtual node as a protected component ; 45 network definition to the physical network beginning 
selecting a virtual node outside of the protected compo with the virtual nodes having the largest sum of con 

nent having a virtual link to a virtual node inside the flicting set size . 
protected component ; 19 . The system of claim 18 , wherein each virtual links 

attempting to determine k + 1 edge - disjoint shortest paths incident upon a virtual node are mapped to the physical 
from the protected component to the selected virtual 50 network in a decreasing order of the conflicting set size of 
node ; each of the virtual links . 

if k + 1 edge - disjoint shortest paths are determined : 20 . The system of claim 11 , wherein the instructions 
adding the selected virtual node to the protected com configure the system to further perform steps for receiving 

ponent ; the virtual network definition as a virtual network request for 
updating the conflicting set of the virtual link between embedding onto the physical network . 

the selected virtual node and the virtual node inside * * * * * 


